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u The Thomson scattering optical depth measured on CMB polarization map

What we know to inform the 21cm observations

tions of the spectra of quasars at large redshift in the interval 10.4 eV/(1 + zquasar) < E� <
10.4 eV—that is, blueward of the redshifted Lyman ↵ line [75]. If the majority of the hydrogen
along the line of sight to the quasar were neutral, resonant Ly↵ (2p ! 1s) scattering would
deflect the photons in this frequency range out of the line of sight, and this part of the spec-
trum would be devoid of photons. The fact that the spectrum is not completely blocked in this
range indicates that the universe along the line of sight was reionized. Almost complete ab-
sorption by neutral hydrogen—that is, the so-called Gunn-Peterson trough—was not observed
in quasar spectra until 2001, when spectroscopic follow-up of several high-redshift quasars dis-
covered by the Sloan digital sky survey (SDSS) detected such a trough from z ⇡ 5.7 to z ⇡ 6.3,
where the continuum emission blueward of the Ly↵ appears to have been completely absorbed
by neutral hydrogen [14].

The big question here is exactly when did the universe first become reionized. Or said
another way: When did the first generation of stars and quasars form and become capable of
generating enough ionizing radiation to convert the neutral gas to its present ionized state?

This is a vast subject of very current research, sometimes described as the exploration of
the “Dark Ages” of the universe. While we believe that we know a lot about the conditions
around the time when the CMB anisotropies were imprinted, and we also know a lot about
the recent universe extending to moderate redshift, little is known with any degree of certainty
concerning this intermediate epoch. Good reviews of this subject include Ref. [12]. Future
observations of the 21 cm hyperfine transition of atomic hydrogen (HI) by the next generation
of radio telescopes, in particular the Square Kilometer Array (SKA),o promise to provide
three-dimensional maps of the neutral hydrogen in our past light cone.

Here we limit ourselves to discussing the impact of reionization on the CMB anisotropies.
The most simplistic model—or caricature—of reionization postulates that the ionization frac-
tion x(z) changes instantaneously from x = 0 for z > zreion to x = 1 for z < zreion. Under this
assumption, the optical depth for rescattering by the reionized electrons is

⌧ =

Z
zreion

0

dz�Tne(z)
d`

dz
. (54)

The Thomson scattering optical depth from redshift z to the present day is given by the
integral

⌧(z) =
c�T

H0

Z 1

a(z)

da

a

ne(a)

(⌦ra�4 + ⌦ma�3 + ⌦⇤)1/2
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c�Tne0

H0

Z 1

a(z)
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a4
xe(a)

(⌦ra�4 + ⌦ma�3 + ⌦⇤)1/2
,

(55)

where a(z) = 1/(z + 1), �T is the Thomson scattering cross-section, H0 is the present value
of the Hubble constant (in units of inverse length), and ne0 is the electron density today,
assuming xe = 1. The functions ne(a) and xe(a) are the electron densityp and the ionization
fraction at redshift z = 1/a� 1, respectively.

On small angular scales, the e↵ect of reionization on the predicted CMB temperature
and polarization anisotropy spectra is straightforward to calculate. Of the CMB photons

ohttps://www.skatelescope.org/.
pIt is customary to define xe as ne/nB , so that xe slightly exceeds one when the helium is completely

ionized as well.
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V. FOREGROUNDS REDUCTION FOR E AND
B MODE POLARIZATION

The polarization signal for the foregrounds as well as
the CMB can be decomposed into E and B mode, where
the E and B mode polarization maps at a frequency νk
are as follows:

QE(νk, n̂)± iUE(νk, n̂) = −
∑

lm

akE,lm ±2Ylm(n̂),

QB(νk, n̂)± iUB(νk, n̂) = ∓i
∑

lm

akB,lm ±2Ylm(n̂).

Foreground sources for E and B mode polarizations can
have distinct astrophysical origins. Therefore, frequency
spectra for the foregrounds of E mode polarization might
not be identical with those of the B mode polarization.
Hence, we shall assume independent linear weights, wk

E

and wk
B, for the E and B mode, and find them respec-

tively through the minimizations of σ2
EE and σ2

BB, where

σ2
EE = 〈|QE(n̂)± iUE(n̂)|2〉

σ2
BB = 〈|QB(n̂)± iUB(n̂)|2〉

To determine wk
E,lm and wk

B,lm, we replace ak±2,l2m2
with

−akE,l2m2
and ∓i akB,l2m2

, respectively, in Eq. 17. After

determing wk
E and wk

B , we then construct the following
maps:

ξ(n̂) =
∑

i

wk
E(n̂) (QE(n̂, νk)± iUE(n̂, νk)), (23)

β(n̂) =
∑

i

wk
B(n̂) (QB(n̂, νk)± iUB(n̂, νk)). (24)

Using Eq. 4, we may show
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E(n̂) (Q

fg
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E(n̂) (Q
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β(n̂) = Qcmb
B (n̂)± iU cmb

B (n̂)

+
∑

i

wk
B(n̂) (Q

fg
B(n̂, νk)± iU fg

B (n̂, νk))

+
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i
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B(n̂) (Q

noise
B (n̂, νk)± iUnoise

B (n̂, νk)).

Since the linear weights, wk
E(n̂) and wk

B(n̂), are spatially
varying functions, ξ(n̂) contains the B mode polarization
of the foregrounds and the noise, while β(n̂) contains E
mode polarization of foregrounds and noise. Therefore,
we filter out the B mode polarization from ξ(n̂) and the
E mode polarization from β(n̂). We then reconstruct the
CMB polarization map as follows:

Q(n̂)± iU(n̂) = ξ̃(n̂) + β̃(n̂), (25)

where ξ̃(n̂) and β̃(n̂) are then filtered ξ(n̂) and β(n̂) re-
spectively.

VI. APPLICATION TO THE WMAP FIVE
YEAR DATA

FIG. 1: the 1◦ FWHM smoothed HILC5YR maps: tempera-
ture + polarization, Q, U, and S =

p

Q2 + U2 (from top to
bottom)

We have applied our foreground reduction method to
the WMAP five year polarization data [8]. Since there
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the independent constraints of Eq. (6) from Planck CMB lens-
ing+BAO. Including CMB lensing sharpens the determination
of H0 to a 0.8% constraint:

H0 = (67.36 ± 0.54) km s�1 Mpc�1 (68%, TT,TE,EE
+lowE+lensing). (14)

This value is our “best estimate” of H0 from Planck, assuming
the base-⇤CDM cosmology.

Since we are considering a flat universe in this section, a con-
straint on ⌦m translates directly into a constraint on the dark-
energy density parameter, giving

⌦⇤ = 0.6847 ± 0.0073 (68%, TT,TE,EE
+lowE+lensing). (15)

In terms of a physical density, this corresponds to ⌦⇤h
2 =

0.3107 ± 0.0082, or cosmological constant ⇤ = (4.24 ± 0.11) ⇥
10�66 eV2 = (2.846± 0.076)⇥ 10�122

m
2
Pl in natural units (where

mPl is the Planck mass).

3.3. Optical depth and the fluctuation amplitude

Since the CMB fluctuations are linear up to lensing corrections,
and the lensing corrections are largely oscillatory, the average
observed CMB power spectrum amplitude scales nearly propor-
tionally with the primordial comoving curvature power spec-
trum amplitude As (which we define at the pivot scale k0 =
0.05 Mpc�1). The sub-horizon CMB anisotropies are however
scattered by free electrons that are present after reionization, so
the observed amplitude actually scales with Ase

�2⌧, where ⌧ is
the reionization optical depth (see Sect. 7.8 for further discus-
sion of reionization constraints). This parameter combination is
therefore well measured, with the 0.6% constraint

Ase
�2⌧ = (1.884 ± 0.012) ⇥ 10�9 (68%, TT,TE,EE

+lowE). (16)

In this final Planck release the optical depth is well constrained
by the large-scale polarization measurements from the Planck

HFI, with the joint constraint

⌧ = 0.0544+0.0070
�0.0081 (68%, TT,TE,EE+lowE). (17)

Assuming simple tanh parameterization of the ionization frac-
tion15, this implies a mid-point redshift of reionization

zre = 7.68 ± 0.79 (68%, TT,TE,EE+lowE), (18)

and a one-tail upper limit of zre < 9.0 (95%). This is consis-
tent with observations of high-redshift quasars that suggest the
Universe was fully reionized by z⇡ 6 (Bouwens et al. 2015). We
do not include the astrophysical constraint that zre & 6.5 in our
default parameter results, but if required results including this
prior are part of the published tables on the PLA. A more detailed
15 For reference, the ionization fraction xe = ne/nH in the tanh model is
assumed to have the redshift dependence (Lewis 2008):

xe =
1 + nHe/nH

2

"
1 + tanh

 
y(zre) � y(z)
�y

!#
,

where y(z) = (1 + z)3/2, �y = 3
2 (1 + zre)1/2�z, with �z = 0.5. Helium is

assumed to be singly ionized with hydrogen at z � 3, but at lower red-
shifts we add the very small contribution from the second reionization
of helium with a similar tanh transition at z = 3.5.

Fig. 6. Base-⇤CDM 68% and 95% marginalized constraint contours for
the matter density and �8⌦

0.25
m , a fluctuation amplitude parameter that

is well constrained by the CMB-lensing likelihood. The Planck TE, TT,
and lensing likelihoods all overlap in a consistent region of parameter
space, with the combined likelihood substantially reducing the allowed
parameter space.

discussion of reionization histories consistent with Planck and
results from other Planck likelihoods is deferred to Sect. 7.8.

The measurement of the optical depth breaks the Ase
�2⌧

degeneracy, giving a 1.5% measurement of the primordial
amplitude:

As = (2.101+0.031
�0.034) ⇥ 10�9 (68%, TT,TE,EE+lowE). (19)

Since the optical depth is reasonably well constrained, degenera-
cies with other cosmological parameters contribute to the error
in Eq. (19). From the temperature spectrum alone there is a sig-
nificant degeneracy between Ase

�2⌧ and ⌦mh
2, since for fixed

✓⇤, larger values of these parameters will increase and decrease
the small-scale power, respectively. This behaviour is mitigated
in our joint constraint with polarization because the polariza-
tion spectra have a di↵erent dependence on⌦mh

2; polarization is
generated by causal sub-horizon quadrupole scattering at recom-
bination, but the temperature spectrum has multiple sources and
is also sensitive to non-local redshifting e↵ects as the photons
leave the last-scattering surface (see, e.g., Galli et al. 2014, for
further discussion).

Assuming the ⇤CDM model, the Planck CMB parameter
amplitude constraint can be converted into a fluctuation ampli-
tude at thepresent day, conventionally quantified by the �8
parameter. The CMB lensing reconstruction power spectrum
also constrains the late-time fluctuation amplitude more directly,
in combination with the matter density. Figure 6 shows con-
straints on the matter density and amplitude parameter combina-
tion �8⌦

0.25
m that is well measured by the CMB lensing spectrum

(see PL2015 for details). There is good consistency between
the temperature, polarization, and lensing constraints here, and
using their combination significantly reduces the allowed param-
eter space. In terms of the late-time fluctuation amplitude param-
eter �8 we find the combined result

�8 = 0.8111 ± 0.0060
(68%, Planck

TT,TE,EE+lowE
+lensing).

(20)
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the independent constraints of Eq. (6) from Planck CMB lens-
ing+BAO. Including CMB lensing sharpens the determination
of H0 to a 0.8% constraint:
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tion15, this implies a mid-point redshift of reionization
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and a one-tail upper limit of zre < 9.0 (95%). This is consis-
tent with observations of high-redshift quasars that suggest the
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do not include the astrophysical constraint that zre & 6.5 in our
default parameter results, but if required results including this
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of helium with a similar tanh transition at z = 3.5.
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space, with the combined likelihood substantially reducing the allowed
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bination, but the temperature spectrum has multiple sources and
is also sensitive to non-local redshifting e↵ects as the photons
leave the last-scattering surface (see, e.g., Galli et al. 2014, for
further discussion).

Assuming the ⇤CDM model, the Planck CMB parameter
amplitude constraint can be converted into a fluctuation ampli-
tude at thepresent day, conventionally quantified by the �8
parameter. The CMB lensing reconstruction power spectrum
also constrains the late-time fluctuation amplitude more directly,
in combination with the matter density. Figure 6 shows con-
straints on the matter density and amplitude parameter combina-
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Fan et al. (2006)

The Ly-α resonant 
absorption

u The Gunn-Peterson tests on high-z QSO spectra → very nearly complete by z ~ 6 

What we know to inform the 21cm observations



Current Constraints on xHI(z)

u Thomson ! to CMB (Planck Collaboration+2020);

u Dark pixels statistics (McGreer+2015; Jin+2023);

u Lyα fraction (Mesinger+2015);

u Lyα EW distribution of LBGs (e.g. Mason+2018, 2019; 
Bolan+2022), 

u Lyα damping wings (e.g. Ban ̃ados+2018; Greig+2019, 
2022; Yang+2020);

u Dark gaps in Lyβ forest (Zhu+2022);

u Clustering of LAEs (Sobacchi & Mesinger 2015);

u Lyα LFs (e.g. Morales+2021; Goto+2021; Wold+2022). 
Zhu, YX et al. 2023, RAA



Pieces collected by JWST

u 88 candidates at z ∼ 8.5–14.5 with JWST/NIRCam

u 25 Galaxies at zspec = 8.61 − 13.20 Confirmed with JWST/NIRSpecJWST Spec-z Galaxies at z = 9� 13 3

Figure 1. Absolute UV magnitude as a function of the redshift for galaxies at 6 < z < 17. The red diamonds are
spectroscopically-confirmed galaxies at zspec > 8.5 summarized in Table 1. Galaxies at zspec > 9.0 are marked with their names.
The red open symbols are galaxies with photometric redshifts selected with JWST/NIRCam in the literature (Naidu et al.
2022b; Castellano et al. 2022a,b; Adams et al. 2022; Atek et al. 2022; Donnan et al. 2023a,b; Finkelstein et al. 2022b, 2023;
Harikane et al. 2023a; Bouwens et al. 2022a,b; Morishita & Stiavelli 2022; Bradley et al. 2022; Pérez-González et al. 2023). If
a photometric candidate is reported in more than one paper, we represent the candidate with a paper that reports for the first
time. The gray circles denote dropout galaxies selected with deep HST images (Bouwens et al. 2015).

2. OBSERVATIONAL DATASET AND GALAXY
SAMPLE

2.1. ERO, ERS, GO, and DDT NIRSpec Observations

The data sets used in this study were obtained in
the Early Release Observations (EROs; Pontoppidan
et al. 2022) targeting the SMACS 0723 lensing clus-
ter field (ERO-2736, PI: K. Pontoppidan), the Early
Release Science (ERS) observations of GLASS (ERS-
1324, PI: T. Treu; Treu et al. 2022) and the Cosmic
Evolution Early Release Science (CEERS; ERS-1345,
PI: S. Finkelstein; Finkelstein et al. 2023, Arrabal Haro
et al. 2023a), General Observer (GO) observations tar-
geting a z ⇠ 11 galaxy candidate (GO-1433, PI: D.
Coe), and the Director’s Discretionary Time (DDT)
observations targeting z ⇠ 12 � 16 galaxy candidates
(DD-2750, PI: P. Arrabal Haro; Arrabal Haro et al.
2023b). The ERO data were taken in the medium res-
olution (R ⇠ 1000) filter-grating pairs F170LP-G235M
and F290LP-G395M covering the wavelength ranges of
1.7�3.1 and 2.9�5.1 µm, respectively. The total expo-
sure time of the ERO data is 4.86 hours for each filter-

grating pair. The GLASS data were taken with high
resolution (R ⇠ 2700) filter-grating pairs of F100LP-
G140H, F170LP-G235H, and F290LP-G395H covering
the wavelength ranges of 1.0�1.6, 1.7�3.1 and 2.9�5.1
µm, respectively. The total exposure time of the GLASS
data is 4.9 hours for each filter-grating pair. The CEERS
data were taken with the Prism (R ⇠ 100) that covers
0.6 � 5.3 and medium-resolution filter-grating pairs of
F100LP-G140M, F170LP-G235M, and F290LP-G395M
covering the wavelength ranges of 1.0�1.6, 1.7�3.1 and
2.9�5.1 µm, respectively. The total exposure time of the
CEERS data is 0.86 hours for each filter-grating pair.
The GO-1433 and DDT data were obtained with the
Prism and the total exposure times are 3.7 and 5.1 hours,
respectively. These data were reduced with the JWST
pipeline version 1.8.5 with the Calibration Reference
Data System (CRDS) context file of jwst 1028.pmap

or jwst 1027.pmap with additional processes improv-
ing the flux calibration, noise estimate, and the compo-
sition, in the same manner as Nakajima et al. (2023).
Please see Nakajima et al. (2023) for details of the data
reduction.

20 Harikane et al.

Figure 16. Cosmic SFR density evolution. The red diamonds represent the spectroscopic constraints on the cosmic SFR
densities obtained in this study integrated down to MUV = �18.0 mag (corresponding to SFRUV = 0.8 M� yr�1, based on the
Salpeter (1955) IMF with a conversion factor of SFR/LUV = 1.15⇥ 10�28 M� yr�1/(erg s�1 Hz�1)). These measurements are
firm lower limits because 1) only spectroscopically-confirmed galaxies without AGN signatures are used, 2) galaxies possibly
in the overdensities are excluded, and 3) the measurements are not corrected for dust extinction. The error includes both
the 1� Poisson error and the cosmic variance. The blue curves are predictions of the constant star formation (SF) e�ciency
models of Harikane et al. (2018, 2022b, solid), Mason et al. (2015, 2023, dashed), and Sun & Furlanetto (2016, dotted). The
obtained lower limit of the SFR density at z ⇠ 12 is higher than the model predictions. Note that the predictions of Harikane
et al. (2018, 2022b) and Mason et al. (2015, 2023) are integrated down to MUV = �18.0 mag, while that of Sun & Furlanetto
(2016) is down to MUV = �17.7 mag. The gray open symbols are estimates of previous studies using photometric samples:
Harikane et al. (2023a, diamond), Donnan et al. (2023b, circle), Pérez-González et al. (2023, hexagon), Bouwens et al. (2020,
left-pointong triangle), Bouwens et al. (2022b, cross), Bouwens et al. (2022a, square), Finkelstein et al. (2015, pentagon), Coe
et al. (2013, plus), and Ellis et al. (2013, star). Our spectroscopic constraints are consistent with these photometric estimates,
especially those in Ellis et al. (2013) and Coe et al. (2013), which are based on the photometric candidates at z ⇠ 11� 12 that
are confirmed with JWST, GS-z11-0 and MACS0647-JD.

firmed with JWST, GS-z11-0 and MACS0647-JD. Our
constraint at z ⇠ 12 is ⇠ 5 times higher than the model
predictions assuming the constant star formation e�-
ciency in Harikane et al. (2018, 2022b), Mason et al.
(2015, 2023), and Sun & Furlanetto (2016) at ⇠ 2� 3�
(see also Bouwens et al. 2022a), supporting earlier sug-
gestions of the slow redshift evolution from z > 10 based
on the photometric samples. This indicates a higher star

formation e�ciency in galaxies at z > 12 or other phys-
ical properties di↵erent from galaxies at z < 10, which
will be discussed in Section 6.1.

6. DISCUSSION

6.1. High Cosmic SFR Density at z > 10

As presented in Section 5, this study using
spectroscopically-confirmed galaxies suggests that the

Harikane et al. 2304.0665822 Finkelstein et al.

Figure 11. Left) The evolution of the observed number density at MUV = �20. The red circles show the observed number
density at this absolute magnitude from CEERS (connected by the light red shaded region; the small stars show the DPL
fit values at this magnitude). The dark blue region shows the measured value from Finkelstein & Bagley (2022), and the
lighter shaded region shows the extrapolation of the Finkelstein & Bagley (2022) results to higher redshift. While pre-launch
expectations were that the number densities at z >9 would either continue the observed trend at z = 3–9, or evolve more rapidly
downward with increasing redshift, we find that the number density of bright galaxies surprisingly flattens at z > 9, where we
measure a change in slope dlog�/dz between z < 9 and z > 9 at 2.1� significance. Right) The evolution of the integrated specific
UV luminosity density, obtained by integrating double-power law fits to our observed luminosity functions to MUV = �17. The
evolution here is less clear, with increased uncertainties (particularly at z ⇠ 14, which is shown faded to represent its large
uncertainty) making it less clear whether the this quantity also has a flatter evolution at higher redshift.

by Pérez-González et al. (2023b), while McLeod et al.
(2023) finds a slightly elevated value, though consistent
with the empirical extrapolation within the uncertain-
ties.
Taking both panels of Figure 11 together, we find clear

evidence that the evolution of the number density of
bright galaxies is observed to flatten at z > 9, while
the evolution of the integrated UV luminosity density,
which is dominated by the abundance of fainter galaxies,
is less clear, and may possibly follow the lower-redshift
evolutionary trend extrapolated to higher redshift. We
discuss potential physical explanations for this intrigu-
ing result in the following section.

5. DISCUSSION

In §4 we presented strong evidence that (i) the abun-
dance of galaxies at z > 9 is in excess of nearly all pre-
JWST launch simulation predictions as well as above
extrapolations from lower-redshift observations, and (ii)

the evolution of the abundance of bright (MUV = �20)
galaxies is flatter at z = 9–14 than at z = 3–9. Here we
explore several potential explanations for these observa-
tions. Potential explanations could be due to galaxies
being brighter than predicted or more numerous (e.g.,
horizontal evolution in the luminosity function rather
than vertical). However, while the former is relatively
easily achievable via a variety of reasonable physical
modifications (as we discuss below) the latter would re-

quire major revisions to modern cosmology (e.g., more
dark matter halos than expected), which we consider
less likely.

5.1. Redshift Accuracy

One valid concern with early JWST studies is that se-
lection techniques which worked well at lower redshift
would begin to fail. In particular, while the physics be-
hind Ly↵-break-based selection should persist at these
high redshifts, it is possible that heretofore unknown
populations of contaminants could have adverse a↵ects.
While one could model this contamination based on sim-
ulations, it relies on said simulations correctly modeling
the colors of all potentially contaminating populations
(e.g., Larson et al. 2023; Harikane et al. 2023a), which
is unlikely, particularly prior to JWST observations.
Spectroscopic validation of photometric redshifts is

thus required. Unlike the past decade, when only the
brightest HST z > 6 galaxies could have redshifts val-
idated via either weak Ly↵ emission (e.g., Finkelstein
et al. 2013; Zitrin et al. 2015; Oesch et al. 2015; Hoag
et al. 2019; Jung et al. 2019, 2020; Larson et al. 2022a)
or Ly↵ breaks for the brightest sources (e.g. Oesch et al.
2016), JWST’s spectroscopic capabilities allow easy rest-
optical-based spectroscopic redshifts out to z ⇡ 9.5 (be-
yond which [O III] redshifts out of the NIRSpec win-
dow) and Ly↵ continuum-based redshifts (with the NIR-
Spec prism mode) to arbitrarily higher redshifts (e.g.

Complete CEERS (Finkelstein et al. 2311.04279)
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peculiar velocity. In the second line, we have substituted the velocity H(z)/(1 + z) appropriate for the uniform Hubble
expansion at high redshifts.

The two applications of Eq. (10) that will be most important here are:
1. The contrast between high-redshift hydrogen clouds and the CMB. Many of the observational strategies for the

21 cm line involve comparison of lines of sight through a cloud6 to (sometimes hypothetical) sightlines with clear
views of the CMB. Thus we hope to measure

!Tb(") = TS − T#(z)

1 + z
(1 − e−$"0 ) ≈ TS − T#(z)

1 + z
$"0 (17)

≈ 9xHI(1 + !)(1 + z)1/2
[

1 − T#(z)

TS

] [
H(z)/(1 + z)

dv‖/dr‖

]
mK. (18)

Note that !Tb saturates if TS?T#, but it can become arbitrarily large (and negative) if TS>T#. The observability of the
21 cm transition therefore hinges on the spin temperature; we will describe below the mechanisms that drive TS either
above or below T#(z), which dictate whether the 21 cm signal will appear in emission, absorption, or not at all.

2. Absorption against high redshift radio sources (Section 10). The brightness temperatures of nonthermal radio
continuum sources (Tsrc ≈ 106.1010 K) far exceed TS and T#, so the flux density received from the direction of a high
redshift radio source is S" ≈ Ssrc exp(−$"). High-redshift radio-loud quasars or radio galaxies would make superb
probes of cloud structure in the neutral or partially reionized IGM through their absorption line spectra.

Three competing processes determine TS : (1) absorption of CMB photons (as well as stimulated emission); (2)
collisions with other hydrogen atoms, free electrons, and protons; and (3) scattering of UV photons. We let C10 and P10
be the de-excitation rates (per atom) from collisions and UV scattering, respectively; they will be examined in detail
in the following sections. We also let C01 and P01 be the corresponding excitation rates. The spin temperature is then
determined in equilibrium by7

n1(C10 + P10 + A10 + B10ICMB) = n0(C01 + P01 + B01ICMB), (19)

where B01 and B10 are the appropriate Einstein coefficients and ICMB is the energy flux of CMB photons. With the
Rayleigh–Jeans approximation, Eq. (19) can be rewritten as [67]

T −1
S =

T −1
# + xcT

−1
K + x%T

−1
c

1 + xc + x%
, (20)

where xc and x% are coupling coefficients for collisions and UV scattering, respectively, and TK is the gas kinetic
temperature. Here we have used detailed balance through the relation

C01

C10
= g1

g0
e−T!/TK ≈ 3

(
1 − T!

TK

)
. (21)

We have then defined the effective color temperature of the UV radiation field Tc via

P01

P10
≡ 3

(
1 − T!

Tc

)
. (22)

The goal of the next two sections will be to calculate xc, x%, and Tc. In the limit in which Tc → TK (a reasonable
approximation in most situations of interest, as we will see in Section 2.3), Eq. (20) may be written as

1 − T#

TS
= xc + x%

1 + xc + x%

(
1 − T#

TK

)
. (23)

6 Here we use “cloud” to refer to any patch of the IGM; it need not be physically distinct from the surrounding gas.
7 Note that the relevant time scales are all much shorter than the expansion time, so equilibrium is an excellent approximation.

u Signal level: determined by TS (spin temperature)

!. #$% ∗ '(!"#)!" (11 million years)

• Ts > T" à emission

• Ts < T" à absorption

21cm 21cm*(1+z)
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peculiar velocity. In the second line, we have substituted the velocity H(z)/(1 + z) appropriate for the uniform Hubble
expansion at high redshifts.

The two applications of Eq. (10) that will be most important here are:
1. The contrast between high-redshift hydrogen clouds and the CMB. Many of the observational strategies for the

21 cm line involve comparison of lines of sight through a cloud6 to (sometimes hypothetical) sightlines with clear
views of the CMB. Thus we hope to measure
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H(z)/(1 + z)
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]
mK. (18)

Note that !Tb saturates if TS?T#, but it can become arbitrarily large (and negative) if TS>T#. The observability of the
21 cm transition therefore hinges on the spin temperature; we will describe below the mechanisms that drive TS either
above or below T#(z), which dictate whether the 21 cm signal will appear in emission, absorption, or not at all.

2. Absorption against high redshift radio sources (Section 10). The brightness temperatures of nonthermal radio
continuum sources (Tsrc ≈ 106.1010 K) far exceed TS and T#, so the flux density received from the direction of a high
redshift radio source is S" ≈ Ssrc exp(−$"). High-redshift radio-loud quasars or radio galaxies would make superb
probes of cloud structure in the neutral or partially reionized IGM through their absorption line spectra.

Three competing processes determine TS : (1) absorption of CMB photons (as well as stimulated emission); (2)
collisions with other hydrogen atoms, free electrons, and protons; and (3) scattering of UV photons. We let C10 and P10
be the de-excitation rates (per atom) from collisions and UV scattering, respectively; they will be examined in detail
in the following sections. We also let C01 and P01 be the corresponding excitation rates. The spin temperature is then
determined in equilibrium by7

n1(C10 + P10 + A10 + B10ICMB) = n0(C01 + P01 + B01ICMB), (19)

where B01 and B10 are the appropriate Einstein coefficients and ICMB is the energy flux of CMB photons. With the
Rayleigh–Jeans approximation, Eq. (19) can be rewritten as [67]
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−1
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1 + xc + x%
, (20)

where xc and x% are coupling coefficients for collisions and UV scattering, respectively, and TK is the gas kinetic
temperature. Here we have used detailed balance through the relation

C01

C10
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e−T!/TK ≈ 3
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)
. (21)

We have then defined the effective color temperature of the UV radiation field Tc via

P01

P10
≡ 3

(
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)
. (22)

The goal of the next two sections will be to calculate xc, x%, and Tc. In the limit in which Tc → TK (a reasonable
approximation in most situations of interest, as we will see in Section 2.3), Eq. (20) may be written as

1 − T#

TS
= xc + x%

1 + xc + x%

(
1 − T#

TK

)
. (23)

6 Here we use “cloud” to refer to any patch of the IGM; it need not be physically distinct from the surrounding gas.
7 Note that the relevant time scales are all much shorter than the expansion time, so equilibrium is an excellent approximation.

Image credit: Pritchard & Loeb 2012
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Figure 1. The 21-centimeter cosmic hydrogen signal. (a) Time evolution of
fluctuations in the 21-cm brightness from just before the first stars formed through
to the end of the reionization epoch. This evolution is pieced together from
redshift slices through a simulated cosmic volume [1]. Coloration indicates the
strength of the 21-cm brightness as it evolves through two absorption phases
(purple and blue), separated by a period (black) where the excitation temperature
of the 21-cm hydrogen transition decouples from the temperature of the hydrogen
gas, before it transitions to emission (red) and finally disappears (black) owing to
the ionization of the hydrogen gas. (b) Expected evolution of the sky-averaged
21-cm brightness from the “dark ages” at redshift 200 to the end of reionization,
sometime before redshift 6 (solid curve indicates the signal; dashed curve indicates
Tb = 0). The frequency structure within this redshift range is driven by several
physical processes, including the formation of the first galaxies and the heating
and ionization of the hydrogen gas. There is considerable uncertainty in the exact
form of this signal, arising from the unknown properties of the first galaxies.

by a logarithmic slope or “tilt” nS = 0.95, and the variance of matter fluctuations
today smoothed on a scale of 8h�1 Mpc is �8 = 0.8. The values quoted are indicative
of those found by the latest measurements [2].

The layout of this review is as follows. We first discuss the basic atomic physics
of the 21 cm line in §2. In §3, we turn to the evolution of the sky averaged 21 cm
signal and the feasibility of observing it. In §4 we describe three-dimensional 21 cm
fluctuations, including predictions from analytical and numerical calculations. After
reionization, most of the 21 cm signal originates from cold gas in galaxies (which
is self-shielded from the background of ionizing radiation). In §5 we describe the
prospects for intensity mapping of this signal as well as using the same technique
to map the cumulative emission of other atomic and molecular lines from galaxies
without resolving the galaxies individually. The 21 cm forest that is expected against
radio bright sources is described in §6. Finally, we conclude with an outlook for the
future in §7.

We direct interested readers to a number of other worthy reviews on the subject.
Ref. [3] provides a comprehensive overview of the entire field, and Ref. [4] takes a
more observationally orientated approach focussing on the near term observations of
reionization.

Receiver YX et al. 2011 MNRAS

Image credit: Pritchard & Loeb 2012
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The global 21cm spectrum from cosmic dawn 

0 50 100 150 200
Frequency [MHz]

°200

°150

°100

°50

0

50

±T
21

[m
K]

Dark Ages Cosmic Dawn Reionization
Cosmic time

Cosmic expansion with
primordial fluctuations

First galaxies 
form

Lyman-α
coupling

Heating by 
early X-rays

Hydrogen 
reionization

��	�������� ����1�	�2����
������1��������

Image credit:  �������

(Cohen et al. 2018)

Image credit: Yuan Shi



0 0  M O N T H  2 0 1 8  |  V O L  0 0 0  |  N A T U R E  |  3

LETTER RESEARCH

dark matter that is initially cold, the thermal motion generated by 
baryon–dark matter scattering may produce effects similar to those 
predicted by models of warm dark matter (see Methods).

Astronomical testing of the observed signal5 and of its interpreta-
tion in terms of baryon–dark matter scattering will probably begin 
with other global 21-cm experiments, such as the Shaped Antenna 
Measurement of the Background Radio Spectrum (SARAS)28 and 
the Large-Aperture Experiment to Detect the Dark Ages (LEDA)29, 
that will attempt to confirm the measured global signal. Additionally, 
upcoming 21-cm fluctuation experiments aimed at cosmic dawn will 
provide a definitive test because the expected spatial pattern of the 
21-cm intensity should clearly display a transformed version of the 
spatial pattern of the baryon–dark matter relative velocity (Fig. 1).  
Experiments such as the Hydrogen Epoch of Reionization Array 
(HERA)6 and the Square Kilometre Array (SKA)7 should be able to 
measure the corresponding 21-cm power spectrum because the r.m.s. 
fluctuation predicted by a model that assumes baryon–dark matter scat-
tering (Fig. 1) is 140 mK (the previously expected maximum value was 
about 20 mK). Moreover, because of its large spatial scale (of the order 
of 100 co-moving Mpc, which corresponds to half a degree), the fluctu-
ation pattern should be easy to observe, so no high angular resolution is 
necessary. As in the case of the galaxy-driven effect of the baryon–dark 
matter relative velocity21–23, the power spectrum should show a strong 

signature of the baryon acoustic oscillations (of order unity in this case) 
because this velocity arises in part from the participation of baryons in 
the sound waves of the primordial baryon–photon fluid. A precision 
measurement at cosmic dawn of the scale of the baryon acoustic oscil-
lations (and thus of the angular diameter distances of the corresponding  
redshifts) would be a useful cosmological tool to add to current con-
straints that are based on similar measurements from low-redshift 
galaxy clustering30. If most stars form in galactic haloes with masses 
lower than about 107 solar masses at cosmic dawn, then their spatial 
distribution should show a similar pattern 21–23 and be strongly anti-
correlated with the baryon temperature.

The predicted spatial pattern (Fig. 1) should enable 21-cm imaging 
of cosmic dawn with the SKA, given the expected sensitivity of the 
array7. The probability distribution function of the 21-cm intensity is 
expected to be a transformed Maxwellian, which is highly asymmetric, 
and imaging could verify this unanticipated non-Gaussianity directly. 
Because the presence of dark matter has historically been inferred from 
the general theory of relativity on galactic and cosmological scales, 
confirmation of the existence of dark matter would constitute not only 
a discovery of physics beyond the standard model, but also verification 
of this theory.
Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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Figure 2 | Global 21-cm signal in models with baryon–dark matter 
scattering. The globally averaged 21-cm brightness temperature T21 
(in millikelvin) is shown at an observed frequency ν (in megahertz), with 
the corresponding value of 1 + z displayed at the top. We chart some of 
the space of possible 21-cm signals (see Methods for a discussion on their 
shapes) using three models (solid curves), with: σ1 = 8 × 10−20 cm2 and 
mχ = 0.3 GeV (red; roughly matching the most likely observed value5 
of the peak absorption); σ1 = 3 × 10−19 cm2 and mχ = 2 GeV (green); 
and σ1 = 1 × 10−18 cm2 and mχ = 0.01 GeV (blue). The astrophysical 
parameters assumed by these models are given in Methods. The 
corresponding 21-cm signals in the absence of baryon–dark matter 
scattering are shown as short-dashed curves. Also shown for comparison 
(brown long-dashed line) is the standard prediction for future dark 
ages measurements assuming no baryon–dark matter scattering for 
ν < 33 MHz (matches all the short-dashed curves in this range) and the 
lowest global 21-cm signal at each redshift that is possible with no baryon–
dark matter scattering, regardless of the astrophysical parameters used 
(for ν > 33 MHz).
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Figure 3 | Constraints on dark-matter properties using cosmic dawn 
observations. The minimum possible 21-cm brightness temperature 
T21 (expressed as the logarithm of its absolute value) is shown at z = 17 
(ν = 78.9 MHz), regardless of the astrophysical parameters used (that 
is, assuming saturated Lyman-α coupling and no X-ray heating), as a 
function of mχ and σ1 (equation (2)). Also shown (solid black curves) 
are contours corresponding to the following values of T21 (from right to 
left): −231 mK, which corresponds to 10% stronger absorption than the 
highest value obtained without baryon–dark matter scattering (−210 mK 
at z = 17, or 2.32 on the logarithmic scale); −300 mK, which is the minimal 
absorption depth in the data at a 99% confidence level; and −500 mK, 
the most likely absorption depth in the data. The hatched region is 
excluded if we assume absorption5 by at least −231 mK at z = 17; this 
3.5σ observational result implies σ1 > 1.5 × 10−21 cm2 (corresponding to 
σc > 1.9 × 10−43 cm2 for σ(v) ∝ v−4) and mχ < 23 GeV. (Although any mχ 
above a few gigaelectronvolts requires high σ1, this parameter combination 
could be in conflict with other constraints; see Methods.) If we adopt the 
observed minimum absorption of T21 = −300 mK, then (again, regardless 
of astrophysics) the dark matter must satisfy σ1 > 3.4 × 10−21 cm2 
(σc > 4.2 × 10−43 cm2) and mχ < 4.3 GeV; a brightness temperature 
of −500 mK implies σ1 > 5.0 × 10−21 cm2 (σc > 6.2 × 10−43 cm2) and 
mχ < 1.5 GeV. We also illustrate the redshift dependence of these limits via 
the corresponding 10% contours at z = 14 (dashed) and z = 20 (dotted).
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =  1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >  z >  15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s−1 Mpc−1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =  20, falling to 5.4 K at z =  15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =  2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >  26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be "ve and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise ampli"er; S11, input re#ection coe$cient; N/A, not applicable.
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =  1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >  z >  15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s−1 Mpc−1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =  20, falling to 5.4 K at z =  15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =  2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >  26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be "ve and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise ampli"er; S11, input re#ection coe$cient; N/A, not applicable.

è Higher TR ? (TR > 104 K) (e.g. Feng & Holder 2018; Ewall-Wice et al. 2018; Fraser et al. 2018)

è Lower TS ? (TS < 3.2 K) (e.g. Barkana 2018; Fialkov et al. 2018; Barkana et al. 2018; Slatyer & Wu 2018; Hirano & Bromm

2018; Munoz et al. 2018)

è Modified cosmology (largely constrained by the CMB)

3.8 σ deviations

The UNEXPECTED spectrum measured by EDGES

LETTERRESEARCH

Extended Data Figure 2 | Low-band antennas. a, The low-1 antenna 
with the 30 m ×  30 m mesh ground plane. The darker inner square is the 
original 10 m ×  10 m mesh. The control hut is 50 m from the antenna.  
b, A close view of the low-2 antenna. The two elevated metal panels form 

the dipole-based antenna and are supported by fibreglass legs. The balun 
consists of the two vertical brass tubes in the middle of the antenna. The 
balun shield is the shoebox-sized metal shroud around the bottom of the 
balun. The receiver is under the white metal platform and is not visible.

EDGES Low-band antennas

image credit: EDGES team 



Any neglected effects 

within the framework of standard model?

194 S.R. Furlanetto et al. / Physics Reports 433 (2006) 181 –301

peculiar velocity. In the second line, we have substituted the velocity H(z)/(1 + z) appropriate for the uniform Hubble
expansion at high redshifts.

The two applications of Eq. (10) that will be most important here are:
1. The contrast between high-redshift hydrogen clouds and the CMB. Many of the observational strategies for the

21 cm line involve comparison of lines of sight through a cloud6 to (sometimes hypothetical) sightlines with clear
views of the CMB. Thus we hope to measure

!Tb(") = TS − T#(z)

1 + z
(1 − e−$"0 ) ≈ TS − T#(z)

1 + z
$"0 (17)

≈ 9xHI(1 + !)(1 + z)1/2
[

1 − T#(z)

TS

] [
H(z)/(1 + z)

dv‖/dr‖

]
mK. (18)

Note that !Tb saturates if TS?T#, but it can become arbitrarily large (and negative) if TS>T#. The observability of the
21 cm transition therefore hinges on the spin temperature; we will describe below the mechanisms that drive TS either
above or below T#(z), which dictate whether the 21 cm signal will appear in emission, absorption, or not at all.

2. Absorption against high redshift radio sources (Section 10). The brightness temperatures of nonthermal radio
continuum sources (Tsrc ≈ 106.1010 K) far exceed TS and T#, so the flux density received from the direction of a high
redshift radio source is S" ≈ Ssrc exp(−$"). High-redshift radio-loud quasars or radio galaxies would make superb
probes of cloud structure in the neutral or partially reionized IGM through their absorption line spectra.

Three competing processes determine TS : (1) absorption of CMB photons (as well as stimulated emission); (2)
collisions with other hydrogen atoms, free electrons, and protons; and (3) scattering of UV photons. We let C10 and P10
be the de-excitation rates (per atom) from collisions and UV scattering, respectively; they will be examined in detail
in the following sections. We also let C01 and P01 be the corresponding excitation rates. The spin temperature is then
determined in equilibrium by7

n1(C10 + P10 + A10 + B10ICMB) = n0(C01 + P01 + B01ICMB), (19)

where B01 and B10 are the appropriate Einstein coefficients and ICMB is the energy flux of CMB photons. With the
Rayleigh–Jeans approximation, Eq. (19) can be rewritten as [67]

T −1
S =

T −1
# + xcT

−1
K + x%T

−1
c

1 + xc + x%
, (20)

where xc and x% are coupling coefficients for collisions and UV scattering, respectively, and TK is the gas kinetic
temperature. Here we have used detailed balance through the relation

C01

C10
= g1

g0
e−T!/TK ≈ 3

(
1 − T!

TK

)
. (21)

We have then defined the effective color temperature of the UV radiation field Tc via

P01

P10
≡ 3

(
1 − T!

Tc

)
. (22)

The goal of the next two sections will be to calculate xc, x%, and Tc. In the limit in which Tc → TK (a reasonable
approximation in most situations of interest, as we will see in Section 2.3), Eq. (20) may be written as

1 − T#

TS
= xc + x%

1 + xc + x%

(
1 − T#

TK

)
. (23)

6 Here we use “cloud” to refer to any patch of the IGM; it need not be physically distinct from the surrounding gas.
7 Note that the relevant time scales are all much shorter than the expansion time, so equilibrium is an excellent approximation.

HI density Gas temperature Velocity gradient

Does the non-linear structure formation have an overall effect?



The non-linear structure formation 
results in inhomogeneity in the IGM! 

rvir

• Non-linear gas density fluctuations

• Peculiar velocities

• Adiabatic heating & cooling

• Shock heating

• Compton heating

Very high resolution 
hydrodynamic
Simulation required!



The maximum global 21 cm signal 

At z = 17, dT21 = −190 mK ~ 15% decrement w.r.t. the homogeneous IGM case. 

Insufficient 
resolution

Insufficient 
box size

Fig. 2.— The T � � relation at z = 17 from
our simulation. The color denotes the number of
particles at a certain position on the T �� plane.
As a comparison, we plot a curve of T = 6.46�2/3

K with the dashed line.

and the density builds:

TK(�) = T0�
2/3

, (2)

where T0 is the temperature of the mean-density
gas. This adiabatic relation is widely adopted
when estimating the IGM temperature analyti-
cally. However, during the cosmic evolution, even
before the formation of any luminous objects,
the Compton heating that arise from scattering
with the CMB photons and the shock-heating in
over-dense regions that are undergoing non-linear
structure formation can a↵ect the gas tempera-
ture and break this relation. Fig. 2 shows the
probability distribution of particles on the T � �
plane from our simulation at z = 17. The color
denotes the number density of particles in T � �
space, the power law relation is clearly broken in
the simulation. For � . 1 the deviation is mainly
due to the Compton-heating, while for � & 1 the
shock-heating is the main source of heating. It
is therefore essential to take the Compton-heating
and shock-heating into account.

2.2. The maximum 21 cm signal

We convert the particle field into the density
field with the Cloud-in-Cell (CIC) method, and
calculate the global 21 cm signal from the simu-
lation. The 21 cm brightness temperature from a

Fig. 3.— The global 21 cm spectrum from cos-
mic dawn assuming saturated coupling between
the spin temperature of neutral hydrogen and the
gas kinetic temperature. The di↵erent thick lines
show results from simulations of di↵erent box sizes
and resolutions, while the thin solid line represents
the maximum signal level expected from the ho-
mogeneous IGM. The shaded regions of the same
color as the corresponding lines indicates the jack-
knife error.

uniform cell in the simulated box is

dT21 =
TS � T�

1 + z

�
1 � e

�⌧
�
, (3)

where TS is the spin temperature of the neutral
hydrogen, T� is the brightness temperature of the
background radiation, and ⌧ is the 21 cm optical
depth. In the absence of any extra radio back-
ground at cosmic dawn (e.g. Ewall-Wice et al.
2018), the only radio background is the cosmic
microwave background (CMB), so that T�(z) =
TCMB(z). As the peculiar velocity has only negli-
gible e↵ect on the sky-averaged 21 cm signal (Xu
et al. 2018), the optical depth can be written as

⌧ =
3

16

~ c
3
A10

kB ⌫
2

21

nHI

TS H(z)
. (4)

where A10 = 2.85⇥10�15
s
�1 is the Einstein coe�-

cient for the spontaneous decay of the 21 cm tran-
sition, ⌫21 = 1420.4 MHz is the frequency of the
transition, and nHI and H(z) are the local neutral
hydrogen number density and the Hubble parame-
ter, respectively. In the present work, we focus on

4

YX, Yue, Chen, 2021, ApJ

High resolution cosmic hydrodynamic simulation



u The non-linear structure formation reduces the maximum 21 cm absorption signal 
by 15% at z = 17 !

u Necessary to take into account the non-linear structure formation when interpreting 
the upcoming data, and looking for new physics!

u Enlarged discrepancy between theory and EDGES signal!

Take-home message for the global 21 cm spectrum



)9�21cm global spectrumOTLNx

Price et al. 2017, Bernardi et al. 2016

LEDA:

Other ground-based experiments for the global spectrum

)9�21cm global spectrumOTLNx

Sokoloski et al. 2015

BIGHORNS:

PRIZM:

REACH recap
E. de Lera Acedo et al., Nature Astronomy 22

+

Dr Eloy de Lera Acedo
Cavendish Radio Cosmology

On behalf of the REACH and CosmoCube collaborations

5th Global 21-cm Workshop, Berkeley, CA, 17-20 October 2022 18-10-22

Global 21-cm experimental 
efforts at Cambridge (UK)
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Probing Radio Intensity at high-Z
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• 2022 Expedition
• New Data
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The SARAS-3 measurement

Extended Data Figure 1: The SARAS 3 antenna. The monocone antenna is shown, floating on water
on its raft. The antenna electronics is in an enclosure beneath the antenna ground plane and within the
raft; power is derived locally from Li-ion battery packs within the enclosure. Multi-core fibre optic cables
connect the antenna to the analogue signal conditioning unit (ASCU) in the base station on shore.

25

Reported a non-detection of the EDGES absorption feature at 95.3% confidence using 
15 hrs of observations between 55 − 85 MHz (z = 15 − 25)
(S. Singh et al. 2022)



Going to the far side of the Moon …

Credit: DAPPER collaboration

Current status - Laboratory model testingPRATUSH

Credit: PRATUSH collaboration
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Dark Ages Cosmic Dawn Reionization
�������	���

Cosmic expansion with
primordial fluctuations

First galaxies 
form

Lyman-α
coupling

Heating by 
early X-rays

Hydrogen 
reionization

1. Reveal the dark ages and cosmic dawn with high-precision 
measurement of the global spectrum. 

2. Open up the last unexplored electromagnetic window. 

3. Observing the Sun and planets to uncover the 
dynamics of the interplanetary space.

鸿蒙计划
Discovering the Sky at the Longest wavelength (DSL) PI: Xuelei Chen (NAOC)

Tech Chief: Jingye Yan (NSSC)



RAE-2 satellite (1978)

Ultra-long 
wavelength

408 MHz Sky Map RAE-2 spectrum

The Moon can block the 
radiation from Earth

Ultra-long wavelengths (! < 30 MHz) – the last unexplored 
electromagnetic window
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Global 21-cm Cosmology from the Farside of the Moon 
Authors: Jack O. Burns (University of Colorado Boulder, CU-Boulder), Stuart Bale (UC-Berkeley), Richard 
Bradley (NRAO), Z. Ahmed (DOE/SLAC), S.W. Allen (Stanford/SLAC), J. Bowman (ASU), S. Furlanetto 
(UCLA), R. MacDowall (NASA GSFC), J. Mirocha (McGill University), B. Nhan (NRAO), M. Pivovaroff 
(DOE/SLAC), M. Pulupa (UC Berkeley), D. Rapetti (NASA ARC-USRA/CU-Boulder), A. Slosar 
(Brookhaven National Laboratory), K. Tauscher (CU-Boulder)  

Artist concept of a Global 21-
cm Cosmology telescope on a 
small satellite (DAPPER = 
Dark Ages Polarimetry 
PathfindER) in low lunar 
orbit. The telescope operates 
between ~10-110 MHz and 
takes data only above the 
radio-quiet lunar farside. The 
telescope will explore the 
unobserved Dark Ages and 
Cosmic Dawn of the early 
Universe using the hyperfine 
transition of neutral hydrogen 
redshifted into the VHF radio 
band.  
 

ABSTRACT – Focus Area 1: lunar farside radio telescope to explore the early universe 
We describe how to open one of the last unexplored windows to the cosmos, the Dark Ages and 
Cosmic Dawn, using a simple low radio frequency telescope from the stable, quiet lunar farside to 
measure the Global 21-cm spectrum. The frontier in cosmology is the period between the onset of 
density fluctuations in baryons (observed via the Cosmic Microwave Background, CMB) and when 
the first stars, galaxies, and black holes form. This epoch marks the birth of structural complexity in 
the Universe, yet it remains an enormous unobserved gap in our knowledge of the Universe. Standard 
models of physics and cosmology are untested during this critical epoch. The messenger of 
information about this period is the 1420 MHz (21-cm) radiation from the hyperfine transition of 
neutral hydrogen, which fills the intergalactic medium, Doppler-shifted to low radio astronomy 
frequencies by the expansion of the Universe. The Global or all-sky averaged 21-cm spectrum uniquely 
probes the cosmological model during the Dark Ages plus the evolving astrophysics during Cosmic 
Dawn, yielding constraints on the characteristics of the first stars, on accreting black holes, and on 
more exotic physics such as dark matter-baryon nongravitational interactions. These observations 
address the question: Will the measured neutral hydrogen spectrum redefine the standard 
cosmological model and reveal new physics? This matches well with both NASA and DOE 
science drivers to “understand how the Universe works at a fundamental level”. A single low frequency 
radio telescope, in either lunar orbit or on the farside surface, can measure the Global spectrum 
between ~10-110 MHz because of the ubiquity of neutral hydrogen during this epoch. Precise 
characterizations of the telescope and its surroundings are required to detect this weak, isotropic 
emission of hydrogen amidst the bright “foreground” Galactic radiation. We describe how two 
antennas will permit observations over the full frequency band: a pair of orthogonal wire antennas 
and a 0.3-m3 patch antenna. A four-channel correlation spectropolarimeter, commonly used in radio 
astronomy, forms the core of the detector electronics for the telescope. Technology challenges that 
are well-suited to DOE/NASA collaborations include advanced calibration techniques to disentangle 
covariances between a bright foreground and a weak 21-cm signal, using techniques similar to those 
applied to the CMB, thermal management for temperature swings of >250℃, and efficient power to 
allow operations through a two-week lunar night. This simple telescope sets the stage for an 
interferometric array on the lunar farside to measure the Dark Ages power spectrum.  

Current status - Laboratory model testing

美国：
DARE/DAPPER

印度：
PRATUSH

中国：
鸿蒙计划（DSL）

美国：
LCRT

美国：
FARSIDE

欧洲：
ALO

Lunar-based ultralong wavelength astronomy
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An interferometer array with 1 mother +9 daughter satellites in lunar orbit

l lunar satellite: no need for landing

l Lunar orbit period is a few hours, can use solar power

l Observe on the far side of the Moon, and transmit data back on

the front side

l All flying on the same orbit, easy to maintain and communicate

DSL in orbit

8 x low freq.
daughter

1 x high
freq.
daughtermother-daughter combo

mother satellite

Lunar Orbit Array DSL（鸿蒙计划）

è high resolution sky map at 0.1 –
30 MHz

è high precision measurement of 
global spectrum at 30 – 120 MHz



Very low chromaticity required!
Beam pattern Frequency gradient of beam

21cm signal ～ 0.1 – 0.2 K Foreground ～ 104 K

What can we do? 
– Measuring the global 21 cm spectrum on lunar orbit

(Cohen et al. 2018)



Recovery of the global 21cm signal

Shi, Deng, YX et al. 2022, ApJ, 929, 32.

21cm signal model Mock observation（60 MHz） Simulated spcetrum

Measuring the global 21 cm spectrum from Cosmic Dawn on lunar orbit

施嫄(SJTU)



Outline

u Background: Cosmic dawn and various probes

u 1. The global 21cm spectrum

u 2. The 21cm tomography

u 3. The 21cm forest

u Summary
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fields from broadband imaging. Figure 13 shows the size
distributions with brightness temperature threshold of 6 σT for
narrowband imaging (top panels) and those with 3 σT for
broadband imaging (bottom panels). It is found that using
narrowband imaging with B= 0.1 MHz, we will be able to
extract the intrinsic island scale using a brightness temperature

threshold of 6 σT. A lower threshold will overestimate the
island scales. Using the broadband imaging with B= 1MHz,
almost all of the noises would be eliminated with a threshold
value of 3 σT. The reconstructed distributions are very similar
to the size distributions shown in the bottom panels in
Figure 12, though the extracted characteristic scales are a bit

Figure 11. The δTb slices (top plots) and their mock images as observed by the SKA1-Low core array (bottom plots). All slices are 1 Gpc on a side in co-moving scale.
The slices in the left column are 1.67 Mpc thick, and the observing bandwidth is 0.1 MHz, and the slices in the right column are 15 Mpc thick, corresponding to an
observing bandwidth of 1 MHz. In each plot, the top, middle, and bottom panels are for the islandFAST-noSSA, islandFAST-SC, and islandFAST-RS
models, respectively, and the three columns correspond to reionization stages with mean neutral fractions of ¯ =x 0.16H I , 0.10, and 0.01, from left to right,
respectively.
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fields from broadband imaging. Figure 13 shows the size
distributions with brightness temperature threshold of 6 σT for
narrowband imaging (top panels) and those with 3 σT for
broadband imaging (bottom panels). It is found that using
narrowband imaging with B= 0.1 MHz, we will be able to
extract the intrinsic island scale using a brightness temperature

threshold of 6 σT. A lower threshold will overestimate the
island scales. Using the broadband imaging with B= 1MHz,
almost all of the noises would be eliminated with a threshold
value of 3 σT. The reconstructed distributions are very similar
to the size distributions shown in the bottom panels in
Figure 12, though the extracted characteristic scales are a bit

Figure 11. The δTb slices (top plots) and their mock images as observed by the SKA1-Low core array (bottom plots). All slices are 1 Gpc on a side in co-moving scale.
The slices in the left column are 1.67 Mpc thick, and the observing bandwidth is 0.1 MHz, and the slices in the right column are 15 Mpc thick, corresponding to an
observing bandwidth of 1 MHz. In each plot, the top, middle, and bottom panels are for the islandFAST-noSSA, islandFAST-SC, and islandFAST-RS
models, respectively, and the three columns correspond to reionization stages with mean neutral fractions of ¯ =x 0.16H I , 0.10, and 0.01, from left to right,
respectively.
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Figure 6-1: An illustration of the SKA1-Low architecture, emphasising the array configuration, 
showing the processing as blocks.  Top Left: Full array configuration.  Each dot is a cluster of 6 

stations.  Top Right: Inner 3.4 km diameter array configuration (external circle). Each dot is a station.  
The ‘dashes’ inside the circles within the Core depict log-periodic dipole antennas, each of which is 

equipped with a Low-Noise Amplifier (LNA).  Bottom: Station Beamformers, the Correlator-
Beamformer (CBF) (array) and Pulsar Processors.  The outputs of the Correlator-Beamformer and the 

Pulsar Processors go through a long optical-fibre system to the Science Data Processors and a VLBI 
terminal in Perth. 

fields from broadband imaging. Figure 13 shows the size
distributions with brightness temperature threshold of 6 σT for
narrowband imaging (top panels) and those with 3 σT for
broadband imaging (bottom panels). It is found that using
narrowband imaging with B= 0.1 MHz, we will be able to
extract the intrinsic island scale using a brightness temperature

threshold of 6 σT. A lower threshold will overestimate the
island scales. Using the broadband imaging with B= 1MHz,
almost all of the noises would be eliminated with a threshold
value of 3 σT. The reconstructed distributions are very similar
to the size distributions shown in the bottom panels in
Figure 12, though the extracted characteristic scales are a bit

Figure 11. The δTb slices (top plots) and their mock images as observed by the SKA1-Low core array (bottom plots). All slices are 1 Gpc on a side in co-moving scale.
The slices in the left column are 1.67 Mpc thick, and the observing bandwidth is 0.1 MHz, and the slices in the right column are 15 Mpc thick, corresponding to an
observing bandwidth of 1 MHz. In each plot, the top, middle, and bottom panels are for the islandFAST-noSSA, islandFAST-SC, and islandFAST-RS
models, respectively, and the three columns correspond to reionization stages with mean neutral fractions of ¯ =x 0.16H I , 0.10, and 0.01, from left to right,
respectively.
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antennae stations, each has an effective diameter of 38 m. We
consider the core array with 224 stations within a radius of
500 m, and the inner array of 278 stations distributed in an area
of radius 1700 m. We will take into account the limited angular
and spectral resolution and the expected thermal noise of the
array, but assume that the foregrounds and radio frequency
interference removal and calibrations are perfect, though these
effects would depend on technologies that are still under
development (e.g., Barry et al. 2016).

To simulate the slices of the observed δTb field, we first
smooth the δTb mock field to match the telescope resolution.
The co-moving size of a resolved pixel perpendicular to the line
of sight is

( ) ( )q= Dl D z , 9xy c

where Dc(z) is the co-moving angular distance to redshift z, and
q lD ~ L1.22 max is the angular resolution of the array, in

which λ and Lmax are the observing wavelength and the
maximum baseline, respectively. The pixel size along the line
of sight is related to the observing bandwidth B by

( )
( )

( )
n

=
+

l
c z B

H z
1

, 10z

2

0

where c is the speed of light. In this study, we try B= 0.1 MHz
and B= 1MHz, corresponding to lz∼ 1.48Mpc and
lz∼ 14.8 Mpc at z= 6, respectively. When observing with the
narrow band of 0.1 MHz, we use a single slice of depth
1.67Mpc directly from the simulation box, and when
observing with the broad band of 1 MHz, we average the
adjacent nine slices to get a two-dimensional slice for each
redshift z. Then each slice is convolved with a Gaussian
window of width s = l 8 ln 2xy .

Next, we add the thermal noise to the smoothed slices. For
the core array and the inner array of SKA1-Low considered in
this work, we simply assume a uniform uv-coverage; then, the
Gaussian thermal noise inside a resolution element corresp-
onding to a scale k⊥ can be written as (Koopmans et al. 2015):

( ) ( )s
p

= ´ W
k̂

D
T

B t

A A

A2
, 11T c

2
FoV

1 2 sys

int

core eff

coll
2

where ΩFoV is the field of view of the array, Tsys is the system
temperature, and tint is the integration time. Aeff= π(19 m)2 is
the effective collecting area of each station, which is related to
the field of view by ΩFoV= λ2/Aeff. Here Acore is the area over
which the antennae are distributed, and the total collecting area
is Acoll.

For the core array of SKA1-Low, ( )p=A 500 mcore
2,

Acoll= 224× Aeff, and qD ~ ¢6.17 at z= 6 (corresponding to
15.2 co-moving Mpc). For the inner array, we have

( )p=A 1700 mcore
2, Acoll= 278× Aeff, and qD ~ ¢1.81 at

z= 6 (corresponding to 4.45 co-moving Mpc). At the
frequency range relevant to the 21 cm signals from the EoR,
the system temperature is dominated by the sky brightness
temperature, and we assume Tsys= 100+ 400× (ν
/150MHz)−2.55 K (Koopmans et al. 2015). In the following,
we adopt deep surveys with tint= 1000 hr. Then the core array
has a noise level of σT∼ 1.4 mK or 0.43 mK for B= 0.1 MHz
or 1MHz, respectively, and the inner array will have
σT∼ 12.7 mK (B= 0.1 MHz) or 4.0 mK (B= 1MHz). It is
found that the increased angular resolution comes at a price, the

inner array has a high level of thermal noise as compared to the
cosmological signal, and it would be difficult to extract the
intrinsic properties of the neutral islands. Therefore, we will use
the core array in the following analysis.
Figure 11 shows the δTb slices from a single slice from the

simulation (top-left plot), those averaged from nine adjacent
slices (top-right plot), and their corresponding mock images as
observed by the SKA1-Low core array using B= 0.1 MHz
(bottom-left plot) or B= 1MHz (bottom-right plot), respec-
tively. In each plot, we show the slices predicted by the
islandFAST-noSSA (top row), islandFAST-SC (middle
row), and islandFAST-RS models (bottom row) at fixed
neutral fractions of ¯ =x 0.16H I , 0.10, and 0.01 from left to
right, with the corresponding redshifts marked on the slices.
The neutral islands are seen in 21 cm emission, while the
ionized regions fluctuate around the zero-brightness in the
mock images due to the thermal noise.
It is seen from the top-left plot that the intrinsic δTb slices

perfectly follow the ionization field (Figure 3) as expected,
while the averaged δTb slices in the top-right plot show clearly
the projection effect. Most small bubbles within the islands
disappear, and the boundaries of the islands expand due to the
line-of-sight smoothing. With the limited angular resolution of
the SKA1-Low core array (15.2 co-moving Mpc in the
transverse direction at z= 6), δTb near the boundaries of the
islands is lowered, while δTb near the edges of ionized regions
becomes slightly positive, making the boundaries slurred and
enlarging the size of the observed islands, as shown in the
bottom plots of Figure 11.
In order to calculate the size distribution of neutral islands

that is possibly extractable from two-dimensional δTb slices,
even without any instrumental effects, we apply the MFP
method to both the single δTb slices directly from simulations
and the averaged slices of depth 15Mpc, and the results are
shown in the top and bottom panels of Figure 12, respectively.
In each row, the three panels from left to right are for the
islandFAST-noSSA, islandFAST-SC, and island-
FAST-RS models, respectively. We see that the characteristic
island scales extracted from single δTb slices (top panels) can
well reflect the typical sizes from the three-dimensional
ionization fields as shown in Figure 5, which we refer to as
“intrinsic scale” below. However, the characteristic scales
measured from the averaged δTb slices (bottom panels) are
much larger than the intrinsic scale. Moreover, when projected
onto the two-dimensional δTb slices, the evolutionary behavior
of the size distribution is somewhat distorted. The island-
FAST-noSSA and islandFAST-SC models show an
evolutionary trend from ¯ =x 0.10H I to ¯ =x 0.01H I , more
obviously in the averaged slices, and this is different from
the intrinsic evolutionary behavior in the three-dimensional
ionization field. However, the evolutionary trend for the
different models from ¯ =x 0.16H I to ¯ =x 0.10H I is retained;
only the islandFAST-RS model shows an obvious evolution
in the island scale.
We then apply the MFP algorithm to the mock images as

observed by the SKA1-Low core array, with a brightness
temperature threshold of Tc. We have experimented with
different Tc as compared to the noise level of σT, and found that
a relatively high threshold of brightness temperature is required
in order to reconstruct the intrinsic island scales from narrow-
band imaging, while a relatively low brightness threshold can
be used to extract the size distributions of the averaged δTb
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Extended Data Figure 1: The SARAS 3 antenna. The monocone antenna is shown, floating on water
on its raft. The antenna electronics is in an enclosure beneath the antenna ground plane and within the
raft; power is derived locally from Li-ion battery packs within the enclosure. Multi-core fibre optic cables
connect the antenna to the analogue signal conditioning unit (ASCU) in the base station on shore.
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =  1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >  z >  15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s−1 Mpc−1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =  20, falling to 5.4 K at z =  15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =  2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >  26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be "ve and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise ampli"er; S11, input re#ection coe$cient; N/A, not applicable.

Bowman et al. 2018

LETTERRESEARCH

Extended Data Figure 2 | Low-band antennas. a, The low-1 antenna 
with the 30 m ×  30 m mesh ground plane. The darker inner square is the 
original 10 m ×  10 m mesh. The control hut is 50 m from the antenna.  
b, A close view of the low-2 antenna. The two elevated metal panels form 

the dipole-based antenna and are supported by fibreglass legs. The balun 
consists of the two vertical brass tubes in the middle of the antenna. The 
balun shield is the shoebox-sized metal shroud around the bottom of the 
balun. The receiver is under the white metal platform and is not visible.

EDGES-Low-band

SARAS 3

Singh et al. 2112.06778 
Barry et al. arXiv:2110.06173

Interferometers

4 The HERA Collaboration

Figure 1. A view of HERA from January 2017. The data in this work were taken during Phase I, when HERA was composed
of 14m parabolic dishes with sleeved dipole feeds in mesh cages suspended at prime focus. These feeds were later replaced with
wide-band Vivaldi feeds, expanding HERA’s bandwidth from 100–200MHz (Phase I) to 50–250MHz (Phase II).

better handle the larger volume of data considered, the
core analysis techniques remain largely unchanged.2

We begin in Section 2 by detailing the observations
themselves and the basic cuts performed to ensure data
quality. Then in Section 3 we review the data reduction
steps performed to go from raw visibilities all the way
to power spectra, highlighting updated analysis tech-
niques and revised analysis choices. These techniques
are tested with end-to-end pipeline simulations designed
to validate our analysis choices and software in Section 4,
in which we quantify a number of potential small bi-
ases and reproduce a few key figures from Aguirre et al.
(2022) in the context of our new limits. In Section 5,
we can then present our final power spectrum estimates,
error bars, and upper limits. We build confidence in our
results in Section 6 by applying a variety of statistical
tests on our power spectra and how they integrate down
across baselines and time. In Section 7, we report the
impact of our new limits on the various approaches to as-
trophysical modeling and inference used in H22b, detail-
ing our updated constraints on the epoch of reionization
and the cosmic dawn. We conclude in Section 8, looking
forward to potential future analyses of these data and
data from the full HERA Phase II system.

2. OBSERVATIONS AND DATA SELECTION

In this work, we analyze observations with the HERA
Phase I system that were performed over the period from
September 29, 2017 (JD 2458026) through March 31,
2018 (JD 2458208). In Table 1, we summarize the key

2Following H22a, we also adopt a ⇤CDM cosmology (Planck
Collaboration et al. 2016) with ⌦⇤ = 0.6844, ⌦b = 0.04911,
⌦c = 0.26442, and H0 = 67.27 km/s/Mpc.

Table 1. HERA Phase I observing and array specifications.

Array Location �30.72�S, 21.43�E

Total Antennas Connected 47–71

Total Antennas Used 35–41

Shortest Baseline 14.6m

Longest Unflagged Baseline 124.8m

Minimum Frequency 100MHz

Maximum Frequency 200MHz

Channels 1024

Channel Width 97.66 kHz

Integration Time 10.7 s

Nightly Observing Duration 12 hours

Total Nights With Data 182

Total Nights Used 94

observational parameters of the instrument. For more
detail about the precise configuration of the instrument,
its signal chain components, and its FX correlator ar-
chitecture, we refer the reader to DeBoer et al. (2017)
and H22a. In this section, we discuss the process by
which a selection of high-quality nights and antennas
was performed.

2.1. Selection of Nights and Epochs

Of the 182 nights during this season of simultaneous
construction, commissioning, and observing, a signifi-
cant fraction of nights was discarded for a variety of
reasons. Most of these were hardware failures, including
network outages, power outages, too many low- and/or
high-power antennas, a briefly broadcasting antenna,
broken receivers, and broken X-engines. Some were due
to site issues, including high winds, a lightning storm,

1. 21 cm global spectrum 2. 21 cm tomography

HERA

21 cm Forest: never even tried?!



21-cm Forest: theoretical challenges
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Methods

The 21-cm forest signal. Using high-redshift quasars or radio afterglows of GRBs as background

radio sources1,4, the HI in halos and in the IGM absorbs 21-cm photons along the line of sight. The

21-cm forest signal is the flux decrements due to 21-cm absorption with respect to the continuum

of a background radio source, which in the Rayleigh-Jeans limit is characterized by the differential

brightness temperature. In the optically-thin limit, which is usually the case for the 21-cm transi-

tion, the observed differential brightness of the 21-cm absorption signal, relative to the brightness

temperature of the background radiation T�(ŝ, ⌫0, z) at a specific direction ŝ and redshift z, is

�Tb(ŝ, ⌫) ⇡
TS(ŝ, z)� T�(ŝ, ⌫0, z)

1 + z
⌧⌫0(ŝ, z). (1)

Here ⌫0 = 1420.4 MHz is the rest-frame frequency of 21-cm photons, TS is the spin temperature

of the absorbing HI gas, and ⌧⌫0 is the 21-cm optical depth. In terms of the average gas properties

within each voxel, the 21-cm optical depth can be written as3,49,50

⌧⌫0(ŝ, z) ⇡ 0.0085 [1 + �(ŝ, z)] (1 + z)3/2

xHI(ŝ, z)

TS(ŝ, z)

� 
H(z)/(1 + z)

dvk/drk

�✓
⌦bh

2

0.022

◆✓
0.14

⌦mh
2

◆
,

(2)

where �(ŝ, z), xHI(ŝ, z), and H(z) are the gas overdensity, the neutral fraction of hydrogen gas,

and the Hubble parameter, respectively, and dvk/drk is the gradient of the proper velocity projected

to the line of sight.

The brightness temperature of the background radiation at the rest frame of the 21-cm ab-

sorption T�(ŝ, ⌫0, z) is related to the observed brightness temperature at a redshifted frequency ⌫,

20
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Figure 13. Upper panel: Spectrum of a source positioned at
z = 14 (i.e. ν ∼ 95 MHz), with an index of the power-law
α = 1.05 and a flux density Sin(zs) = 50 mJy. The lines are
the same as those in Figure 10. Here we have assumed the noise
σn given in eq. 3, a bandwidth ∆ν = 20 kHz, smoothing over
a scale s = 20 kHz, and an integration time tint = 1000 h. The
IGM absorption is calculated from the reference simulation L4.39.
Lower panel: σabs/σobs corresponding to the upper panel.

The most challenging aspect of the detection of a
21 cm forest remains the existence of high-z radio loud
sources. Although a QSO has been detected at z = 7.085
(Mortlock et al. 2011), the existence of even higher redshift
quasars is uncertain. The predicted number of radio sources
which can be used for 21 cm forest studies in the whole sky
per unit redshift at z = 10 varies in the range 10 − 104 de-
pending on the model adopted for the luminosity function
of such sources and the instrumental characteristics (e.g.
Carilli et al. 2002; Xu et al. 2009), making such a detection
an extremely challenging task. The possibility of using GRB
afterglows has been suggested by Ioka & Mészáros (2005),
concluding that it will be difficult to observe an absorption
line, even with the SKA, except for very energetic sources,
such as GRBs from the first stars. In fact, a similar calcula-
tion has been repeated more recently by Toma et al. (2010)
for massive metal-free stars, finding that the flux at the same
frequencies should typically be at least an order of magni-
tude higher than for a standard GRB.

An absorption feature stronger than the one produced
by the diffuse IGM, would be the one due to intervening star-
less minihalos or dwarf galaxies (i.e. Xu et al. 2011; Meiksin
2011), resulting in an easier detection. On the other hand
the optical depth would strongly depend on the feedback
effects acting on such objects. Because of the large uncer-
tainties about the nature and intensity of high-z feedback
effects (for a review see Ciardi & Ferrara 2005 and its ArXiv
updated version), it is not straightforward to estimate the
relative importance of these two absorption components un-

less a self-consistent calculation is performed. We defer this
investigation to a future paper.
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FIG. 11: Abundance of 21 cm absorption features per redshift
interval at z=10 for different values of TIGM as indicated in
the legend.

nal. Consequences for the halo dark matter profile of
massive neutrinos [60], RSI [61] and WDM [8, 62] have
been studied to some extent for galaxy- to cluster-scale
halos at low redshifts, indicating that they are affected
mainly in the central regions with r/rvir ! 0.1. Although
no corresponding work exists for high-redshift minihalos,
we may speculate that the impact is less than that due
to the mass function with regard to our results, for which
the outer regions of the halo are more relevant (Fig.2).
Nevertheless, this needs to be substantiated by future,
dedicated investigations. Third, we did not account for
neutral gas lying outside the virial radii of minihalos and
accreting onto them, which can provide a significant ad-
ditional contribution to the absorption feature [16, 20].
Albeit challenging to model accurately, such components
should be taken into account for more accurate predic-
tions in the future. Note also the possibility of further
absorption along the line of sight due to the incompletely
virialized cosmic web and/or the global IGM that is ex-
pected to be much weaker [17, 18, 22, 23], and that due
to the disks of larger galaxies that should be individually
stronger but much rarer [16]. Finally, the implications
of relative streaming velocity between baryons and dark

matter [63] may also be interesting for future studies of
the 21 cm forest.

To conclude, we have presented a novel approach to
probe small-scale cosmological fluctuations utilizing the
21 cm forest, that is, absorption features caused by HI
gas in minihalos in the spectrum of background radio
sources at redshifts at z ∼ 10 and above. The method
is potentially sensitive to scales k " 10 Mpc−1, much
smaller than can be currently studied via observations
of the CMB, galaxy clustering or the Lyα forest. New
insight can be expected into aspects of physics beyond
the standard ΛCDM cosmological model such as mas-
sive neutrinos, running of the primordial spectral index
and warm dark matter. Radio quasars or Population III
gamma-ray bursts are potential candidates for the back-
ground radio sources with the requisite brightness and
number at the appropriate redshifts for future observa-
tions with SKA.

Further potentially interesting cosmological applica-
tions of the 21 cm forest include probes of primor-
dial non-Gaussianity in relation to either the nonlinear,
scale-dependent bias [64] or the halo mass function [65],
and probes of isocurvature primordial perturbations (e.g
[66]). We note that several recent papers have discussed
the possibility of studying various aspects of the SSPS via
the 21 cm emission signal [67], although efficient removal
of the far brighter foreground emission poses a major ob-
servational challenge for realizing such prospects [29].
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other interpretations are possible and these observations
cannot yet be taken as definitive evidence of WDM or
measurement of its mass.

IV. DISCUSSION AND SUMMARY

We now turn to a discussion of the observability of the
21 cm forest due to minihalos. The principal question
is the existence of background radio sources with suffi-
cient brightness and number at the relevant frequency
and redshifts of z ∼ 10 − 20. The low temperatures
of minihalos imply that the width of the expected ab-
sorption features are narrow, necessitating spectroscopy
with frequency resolution of order ∆ν ∼ kHz at observer
frequencies νobs ∼ 70-130 MHz. Following and updat-
ing [16], in order to detect absorption features of optical
depth τ with frequency resolution ∆ν and signal-to-noise
S/N with an integration time tint, the required minimum
background source brightness is
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FIG. 10: Abundance of 21 cm absorption features per redshift
interval at z = 10 (top) and z = 20 (bottom) for WDM with
various particle masses as indicated in the legend.

Smin = 10.4mJy

(

0.01

τ

)(

S/N

5

)(

1kHz

∆ν

)1/2

×
(

5000[m2/K]

Aeff/Tsys

)(

100 hr

tint

)1/2

,

(22)

where the specifications anticipated for SKA2-low are
adopted for the effective collecting area Aeff and system
temperature Tsys [50, 51].
Our results in Section III at face value show that spec-

troscopy of a single source with such properties at z ∼ 10
may reveal tens to hundreds of absorption features with
τ ∼ 0.01 − 0.1, which could already provide important
information on the SSPS. Multiple sources would still be
desirable to characterize fluctuations along different lines
of sight. On the other hand, at z ∼ 10, our neglect of
astrophysical effects such as the UV background or reion-
ization and heating of the IGM is hardly justifiable. As
mentioned below, in reality, such effects may completely
dominate over any of the SSPS-related effects discussed
above, which were quite small already at z = 10 except
for the case of WDM.
In this regard, z ∼ 20 or higher would be much more

preferable, since the formation of stars and galaxies and

Shimabukuro et al. 2014

Ciardi et al 2013
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Key strategy #1: multi-scale hybrid modeling

u Large scales: semi-numerical simulation

~ kpc
5003 GridsBox

21cmFAST/islandFAST
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Extended Data Figure 4 | Neutral hydrogen overdensity profiles inside and outside

the virial radius of a halo at z = 9. The green, yellow and red lines correspond to halo

mass of 106M�, 107M� and 108M�, respectively.

Extended Data Figure 5 | Probability density distribution of the gas overdensity at z

= 17. The black solid line is the probability density distribution from the GADGET simulation

with a box size of 4 h
�1Mpc and 2 ⇥ 8003 gas and DM particles. The blue dashed line

is the one derived from our hybrid approach with the same resolution as the GADGET

simulation.
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Extended Data Figure 8 | Evolution of the global gas temperature with redshift. The

blue, green, yellow and red lines correspond to fX = 0, 0.1, 1 and 3, respectively.

Extended Data Figure 9 | Temperature profiles of gas inside and outside the virial

radii of halos at z = 9 with an un-heated IGM (fX = 0). The green, yellow and red lines

correspond to halo masses of 106M�, 107M� and 108M�, respectively.
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u Small scales: analytic modeling
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The mock 21 cm signals

Figure 1 | The synthetic spectra of optical depth (upper panels) and brightness

temperature (lower panels) for a neutral patch of 10 comoving Mpc along the line of

sight, for an un-heated IGM (fX = 0) at z = 9. In each row, the four columns correspond

to the CDM model, and the WDM models with mWDM = 10 keV, 6 keV, and 3 keV, from left

to right respectively. In the lower panels, the green, yellow, and red spectra correspond to

the background source flux densities of S150 = 1 mJy, 10 mJy, and 100 mJy, respectively.

The spectra have been smoothed with a channel width of 1 kHz, and the dotted and

dashed lines are the thermal noise levels �T
N expected for SKA1-LOW and SKA2-LOW

respectively, with an integration time of �t = 100 hr.

14

Figure 2 | The synthetic spectra of optical depth (upper panels) and brightness

temperature (lower panels) for a neutral patch of 10 comoving Mpc along the line

of sight, for the CDM model at z = 9. In each row, the four columns correspond to fX

= 0, 0.1, 1, and 3, from left to right respectively. In the lower panels, the green, yellow,

and red spectra correspond to S150 = 1 mJy, 10 mJy, and 100 mJy, respectively, and the

dotted and dashed lines are the thermal noise levels �T
N expected for SKA1-LOW and

SKA2-LOW respectively, with �⌫ = 1 kHz and �t = 100 hr. The zoom-in plots in the upper

panels show the 21-cm optical depth with different scales in the y-axes.
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SKA1-Low

SKA2-Low

where Ae↵ is the effective collecting area of the telescope, Tsys is the system temperature, �⌫ is the

channel width, and �t is the integration time. The corresponding thermal noise temperature is:

�T
N = �S

N

✓
�
2

z

2kB⌦

◆
⇡

�
2

zTsys

Ae↵⌦
p
2�⌫�t

, (16)

where �z is the observed wavelength, and ⌦ = ⇡(✓/2)2 is the solid angle of the telescope beam,

in which ✓ = 1.22�z/D is the angular resolution with D being the longest baseline of the ra-

dio telescope/array. For the SKA1-LOW, we adopt Ae↵/Tsys = 800m2K�1 31, and Ae↵/Tsys =

4000m2K�1 is expected for SKA2-LOW2. For both arrays, we assume D = 65 km and �t = 100

hr, and �⌫ = 1 kHz is assumed in order to resolve individual 21-cm lines. Correspondingly, the

synthetic spectra shown in Figs. 1 and 2 are smoothed with the same channel width. At redshift z =

9, the angular resolution is about 8.17 arcsec, and the noise temperature is plotted with dotted and

dashed lines in the lower panels in Figs. 1 and 2, for SKA1-LOW and SKA2-LOW respectively.

1-D power spectrum of 21-cm forest. It is seen from Fig. 2 that the direct measurement of in-

dividual absorption lines is vulnerably hampered by the early X-ray heating. In order to improve

the sensitivity for detecting the 21-cm forest signal, and to reveal the clustering properties of the

absorption lines so as to distinguish the effects between heating and WDM models, we follow the

algorithm in Ref.18, and compute the 1-D power spectrum of the brightness temperature on hypo-

thetical spectra against high-redshift background sources. The brightness temperature �Tb(ŝ, ⌫) as

a function of observed frequency ⌫ can be equivalently expressed in terms of line-of-sight distance
2https://www.skao.int/en/science-users/118/ska-telescope-specifications
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Key strategy #2: 1-D cross-power spectrum

u Cross-correlate two measurements to 
suppress the noise

Figure 3 | The expected 1-D power spectrum of 21-cm forest at z = 9 from a total

of 100 measurements on segments of 10 comoving Mpc length in neutral patches

along lines of sight against 10 background sources with S150 = 10 mJy. The left

panel shows the 1-D power spectra in the CDM model, and the blue, green, yellow and

red curves correspond to fX = 0, 0.1, 1 and 3, respectively. The right panel shows the 1-D

power spectra for an un-heated IGM (fX = 0), and the blue, green, yellow and red curves

correspond to the CDM model and the WDM models with mWDM = 10 keV, 6 keV, and 3

keV, respectively. The black dotted and dashed lines in each panel are the thermal noises

P
N expected for SKA1-LOW and SKA2-LOW respectively, with �t = 100 hr, and the error

bars show the total measurement errors of SKA2-LOW.
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rz, �T 0
b
(ŝ, rz), and the Fourier transform of �T 0

b (ŝ, rz) is

� eT 0 �ŝ, kk
�
=

Z
�T

0
b
(ŝ, rz) e

�ikkrz drz. (17)

The 1-D power spectrum along the line of sight is defined as:

P
�
ŝ, kk

�
=

���� eT 0 �ŝ, kk
����

2
✓

1

�rz

◆
. (18)

The term 1/�rz is the normalization factor, in which �rz is the length of sightline under consid-

eration. To reveal the small-scale structures we are interested in, we select neutral patches with

�rz = 10 comoving Mpc, and compute the 1-D power spectra from segments of 10 comoving

Mpc along the line of sight. For a reasonable number of O(10) high-z background sources, the

expected value of the power spectrum is obtained by averaging over 100 neutral patches on lines

of sight penetrating various environments3, i.e. P
�
kk
�
⌘

⌦
P
�
ŝ, kk

�↵
. For the rest of the paper,

we abbreviate kk as k, as here we are always interest in the k-modes along the line of sight.

Extended Data Fig. 10 shows the evolution of the 1-D power spectrum with redshift. The

solid lines in the left and middle panels show the power spectra in the CDM model and in the WDM

model with mWDM = 3 keV respectively, in the absence of X-rays. As the redshift increases, the

halo abundance decreases, and the small-scale fluctuations in the forest signal decrease, resulting

in steeper power spectra. The small-scale power is slightly more significantly suppressed in the
3On each quasar spectrum, we will be able to select ⇠ 10 segments of 10 comoving Mpc length in neutral patches;

as the neutral patches are intermittently separated by ionized regions during the EoR, we may need a spectrum covering

⇠ 200 comoving Mpc along the line of sight. A length of 200 comoving Mpc projects to a total bandwidth of about

14 MHz at redshift 9, corresponding to �z ⇠ 0.8, which is reasonable in practice.
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WDM model, as the halo formation is more delayed. However, the redshift evolution has only

a weak effect on the 1-D power spectrum in the absence of X-ray heating. The right panel of

Extended Data Fig. 10 illustrates the evolution of the 1-D power spectrum in the CDM model

with fX = 3. In the case of strong X-ray heating, the 1-D power spectrum of the 21-cm forest

is dramatically suppressed with the decreasing redshift, and the dominant reason is the rapidly

increasing IGM temperature. It implies that for the purpose of constraining DM properties, the

1-D power spectrum measurement at higher redshift is preferred, as long as a radio-bright source

at an even higher redshift is available.

Measurement error on 1-D power spectrum. The observational uncertainties in the 21-cm for-

est include the thermal noise, the sample variance, the contaminating spectral structures from

foreground sources in the chromatic sidelobes, and the bandpass calibration error. The bandpass

calibration error depends on specific calibration strategies, and mainly affects the broadband am-

plitude of the continuum, so we expect that it has a negligible effect on the small-scale features

we are interested in. The contaminating spectral structures from foregrounds are not likely affect-

ing the small structures we are aiming at, as the discriminating features locate at k & 3Mpc�1,

which are well within the “EoR window”18. Therefore, we consider only the thermal noise of an

interferometer array, and the sample variance in the power spectrum measurement.

The sample variance on the 1-D power spectrum is P
S = �P (k)/

p
Ns ·Nm, where �P (k)

is the standard deviation of P (k) from Ns · Nm measurements of the 1-D power spectrum at k,

in which Ns is the number of 1-D power spectrum measurements on different neutral patches of
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�rz, and Nm is the number of independent modes in each k-bin from each measurement. Using 10

high-redshift background radio sources, it is reasonable to expect about 100 independent measure-

ments of 1-D power spectra from segments of spectra, each corresponding to a comoving length

of 10 Mpc. We adopt Ns = 100, and �P (k) is obtained by simulating 21-cm forest signals from

Ns neutral segments of 10 comoving Mpc length penetrating various environments covering grid

densities from � = �0.7 to � = +1.5.

As for the thermal noise error, we follow the approach taken by Ref.18, and assume that each

spectrum is measured for two times separately, or the total integration time is divided into two

halves, and the cross-power spectrum is practically measured in order to avoid noise bias. Then

the observing time for each measurement of the spectrum is �t0.5 = 0.5 �t, and the thermal noise

on the spectrum is increased by a factor of
p
2. Then the thermal noise uncertainty on the 1-D

power spectrum is given by18

P
N =

1
p
Ns

✓
�
2

zTsys

Ae↵⌦

◆2 ✓ �rz

2�⌫z�t0.5

◆
, (19)

where �⌫z is the total observing bandwidth corresponding to �rz. A distance of 10 comoving Mpc

along the line of sight corresponds to a bandwidth of �⌫z = 0.56 MHz at z = 9. Assuming the

same telescope parameters of SKA1-LOW and SKA2-LOW as those for the direct measurement,

and the same observation time of �t = 100 hr (�t0.5 = 50 hr) on each source, the expected thermal

noise on the 1-D power spectrum of 21-cm forest is plotted in Figs. 3 and 4, as well as in Extended

Data Fig. 10, with dotted lines for SKA1-LOW and dashed lines for SKA2-LOW, respectively.

The total measurement errors including the thermal noises of SKA2-LOW and sample variance

are shown with the error bars in these figures. We have tested the extraction of 21-cm forest 1-
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~ 10 sources with S150 = 10 mJy at z = 9

tint = 2 * 50 hr

Shao Y., XuYD*, et al. 2023



1-D cross-power spectrum

Figure 4 | The expected 1-D power spectrum of 21-cm forest at z = 9 for different

heating histories (upper panels) and different DM models (lower panels), assuming

a total of 100 measurements on segments of 10 comoving Mpc length in neutral

patches along lines of sight against 10 background sources. The upper panels show

the power spectra in the CDM model assuming fX = 0, 0.1, 1, and 3, from left to right

respectively. The lower panels show the power spectra for the CDM model and the WDM

models with mWDM = 10 keV, 6 keV, and 3 keV, from left to right respectively, assuming an

un-heated IGM (fX = 0). In each row, the green, yellow and red curves correspond to the

flux densities of the background point sources with S150 = 1 mJy, 10 mJy and 100 mJy,

respectively. The black dotted and dashed lines are the thermal noises P
N for SKA1-

LOW and SKA2-LOW respectively, with �t = 100 hr, and the error bars show the total

measurement errors of SKA2-LOW.
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1-D cross-power spectrum 
è Two birds with one stone

u Technologically:

1. Increase the sensitivity à
feasible

2. Breaking the degeneracy 
à simultaneous 
constraints

u Scientifically:

1. DM particle mass

2. Cosmic thermal history

Amplitude 

Slope 



SKA forecasts

u For	SKA1-Low:

!+!"# = #. % &'( )*+ !,$%# = %. , -
u For	SKA2-Low:

!+!"# = .. % &'( )*+ !,$%# = .. / -

u For	SKA2-Low:

!+!"# = .. / &'( )*+ !,$%# = 00 -

Using ~ 10 sources with S150 = 10 mJy at z = 9

Figure 6 | Constraints (68.3% and 95.4% confidence level) on TK and mWDM with

the 1-D power spectrum of 21-cm forest at z = 9, assuming a total of 100 measure-

ments on segments of 10 comoving Mpc length in neutral patches along lines of

sight against 10 background sources with S150 = 10 mJy. The gray and blue contours

correspond to results for SKA1-LOW and SKA2-LOW, respectively, including the sample

variance and the thermal noise with observation of 100 hr on each source. The fiducial

model of the left panel is mWDM = 6 keV and TK = 60 K (corresponding to fX = 0.1), and

the fiducial model of the right panel is mWDM = 6 keV and TK = 600 K (corresponding to

fX = 1).
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Figure 6 | Constraints (68.3% and 95.4% confidence level) on TK and mWDM with

the 1-D power spectrum of 21-cm forest at z = 9, assuming a total of 100 measure-

ments on segments of 10 comoving Mpc length in neutral patches along lines of

sight against 10 background sources with S150 = 10 mJy. The gray and blue contours

correspond to results for SKA1-LOW and SKA2-LOW, respectively, including the sample

variance and the thermal noise with observation of 100 hr on each source. The fiducial

model of the left panel is mWDM = 6 keV and TK = 60 K (corresponding to fX = 0.1), and

the fiducial model of the right panel is mWDM = 6 keV and TK = 600 K (corresponding to

fX = 1).
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High-redshift radio sources?? Yes!

u High-z radio-loud quasars
u ~ 250 quasars discovered at redshiH z≥6
u ~ 12 radio-loud quasars at z > 6 

J1427+3312 at ! = 6.12 (McGreer et al. 2006);
J1429+5447 at ! = 6.18 (WilloF et al. 2010); 
J2318−3113 at ! = 6.44 (Decarli et al. 2018; Ighina et al. 2021);
J0309+2717 at ! = 6.10 (BelladiFa et al. 2020, 2022); 
J172.3556+18.7734 at ! = 6.82 (Bañados et al. 2021); 
J233153.20+112952.11 at z=6.57 (Koptelova & Hwang 2022); 
ILTJ1037+4033 at z = 6.07; 
ILTJ1133+4814 at z = 6.25; 
ILTJ1650+5457 at z = 6.06; 
ILTJ2336+1842 at z = 6.60 (Gloudemans+2022); 
DES J0320−35 at ! = 6.13 ± 0.05 
DES J0322−18 at ! = 6.09±0.05 (Ighina+2023).

è A few hundred radio quasars with > 8 mJy at z ∼ 6 are 
expected (Gloudemans+2021)
è ∼ 2000 sources with > 6 mJy at 8 < z < 12 (Haiman+2004) 

u Radio aVerglows of high-z GRBs 

u GRB090423 at z = 8.1 (Salvaterra+2009)

u GRB090429B at z = 9.4 (Cucchiara+2011) 

è The expected detec\on rate of luminous GRBs from 
Popula\on III stars is 3 – 20 yr−1 at z > 8 
(Kinugawa+2019)



21 cm forest: a simultaneous probe of 
DM & first galaxies

u Two birds with one stone è

1. DM particle mass: to be probed in an unexplored era in 

the structure formation history 

2. Cosmic heating history: probes the first galaxies

u Complement to global spectrum & 21 cm tomography

u Multi-scale hybrid modeling

u 1-D cross-power spectrum è

1. Make the probe actually feasible by increasing sensitivity

2. Constrain simultaneously DM & thermal history as it 
breaks the degeneracy

Shao Y., XuYD, et al. 2023 Nature Astronomy 

Northeatern
University

邵悦(NEU)



21 cm probes: challenging but intriguing!

u 21 cm global spectrum: the non-linear structure 
formation reduces the maximum 21 cm absorption 
signal by 15% at z = 17 !

u 21 cm tomography: upper limits on the 21 cm power 
spectrum start to constrain the ionizing sources & 
absorbers.

u 21 cm forest: a simultaneous probe of DM & first 
galaxies

HERA

鸿蒙计划

SKA SWG Update

Robert Braun, Science Director

9 October 2018



Thank you!



u High-resolution GADGET-2 

+ collisional ionization & recombination,

+ collisional excitation & deexcitation, 

+ Compton scattering

u Assuming saturated coupling between 
TS and TK

u Compton heating and shock heating 
only, NO extra heating process

The cosmic hydrodynamic simulation2. Simulation and the maximum signal

We use hydrodynamical simulations to investi-
gate the the e↵ects of non-linear structure forma-
tion on the global 21 cm signal from cosmic dawn.
In this section we will first describe our simulation
set up, and make some checks.

2.1. Simulation

We carry out our cosmological simulations by
the publicly available code GADGET-2 (Springel
2005; Springel et al. 2001)†, which uses the
smoothed particle hydrodynamics (SPH) method
to solve the gas dynamics equations. The publicly
available version does not involve radiative heat-
ing/cooling and the chemistries that are necessary
for correctly modeling the gas temperature evolu-
tion. We add the evolution of the free electrons, H
and He ions, the associated cooling/heating pro-
cesses. Free electrons are essential in the global
IGM temperature evolution. The initial free elec-
tron abundance and gas temperature are com-
puted from the epoch of recombination using the
RECFAST code (Seager et al. 1999)‡. We ig-
nore here the formation of H2 and the cooling it
induced, as we are focusing on the nonlinear struc-
tures that have not yet experienced star formation
processes. The homogeneous gas temperature and
ionization state is evolved by solving the equations

dT

dt
= �2H(z)T � 2[⇤net(T )]

3kBntot

,

dnHII

dt
= � 3nHIIH(z) + �HI(T )nHIne

� ↵HII(T )nHIIne,

dnHeII

dt
= � 3nHeIIH(z) + �HeI(T )nHeIne

� ↵HeII(T )nHeIIne,

dne

dt
=

dnHII

dt
+

dnHeII

dt
, (1)

where nHI, nHII, nHeI, nHeII and ne are the physi-
cal number densities of neutral hydrogen, ionized
hydrogen, neutral helium, singly ionized helium
and electron, respectively, He III is neglected here.
↵HII and ↵HeII are the recombination rates, �HI

and �HeI are the collisional ionization rates which

†https://wwwmpa.mpa-garching.mpg.de/gadget/
‡https://www.astro.ubc.ca/people/scott/recfast.html

are in fact negligible, and ⇤net is the net cooling
rate. In the gas temperature evolution we include
the Compton scattering and Bremsstrahlung, as
detailed in Maselli et al. (2003).

101102

z

100

101

102

103

T
[K

]

CMB
homogeneous Gas
Tgas / (1 + z)2

GADGET-2, 4 h�1Mpc, all densities
GADGET-2, 4 h�1Mpc, |�| � 0.05

Fig. 1.— The evolution of the mean gas temper-
ature in our fiducial simulation. The filled circles
show the evolution of the mean temperature of
all gas particles, and the dashes line shows the
average over gas particles with density contrast
|�| < 0.05. For comparison, the evolutions of
the CMB temperature and the homogeneous gas
temperature are plotted with the green and blue
solid lines respectively, and the thin black solid
line shows a purely adiabatic evolution.

In Fig. 1 we plot the evolution of the mean gas
temperature in a simulation that has a box size
of 4 Mpc/h and 8003 dark matter particles and
8003 gas particles respectively. The filled circles
show the average temperature of all gas particles,
while the dashed line corresponds to the average
over gas particles with density contrast |�| < 0.05,
which are likely less a↵ected by the shock-heating.

The expected temperature evolution for homo-
geneous gas is plotted with the blue solid line in
the same figure. The simulation correctly cap-
tures the global temperature evolution trend for
the mean-density gas, and it shows that the shock-
heating e↵ect becomes significant at z . 25. Note
that, however, the shock-heated gas only occupies
a small volume fraction.

For monoatomic gas that experiences only adi-
abatic compression without shock-heating, radia-
tive heating/cooling, or any change of chemical
species, a relation between the gas temperature

3



Under-resolved signal 

u The expected 21 cm spectrum for a typical semi-numerical simulation 

the maximum absorption signal of 21 cm that is
achievable in the standard ⇤CDM model. There-
fore, in all the following calculations, we assume
saturated coupling between the spin temperature
of hydrogen and the kinetic temperature of the
gas, so that TS = TK. The 21 cm global signal is
computed by averaging the 21 cm brightness tem-
perature over all the cells in the simulation.

The spectra of the maximum 21 cm absorption
from several simulations are plotted with in Fig. 3.
The shaded regions of the same color as the cor-
responding lines indicates the jackknife error in
the corresponding spectra. The expected spec-
trum from the homogeneous IGM is plotted with
the thin solid line for comparison. It is seen that
the non-linear structure formation a↵ects the 21
cm absorption level obviously; the homogeneous
assumption of the IGM would over-estimates the
absorption. The e↵ect gets more and more signif-
icant for lower redshifts, as more non-linear struc-
tures form.

The di↵erent thick lines in Fig. 3 show results
from simulations of di↵erent box sizes and reso-
lutions. As the redshift decreases, the large-scale
perturbations becomes more and more important,
and a limited box size would under-estimate the
e↵ect of non-linear structure formation because of
the delayed structure formation. This is seen from
green dotted line predicted by the simulation with
a box size of 0.4 Mpc/h, though it has the highest
resolution. It significantly over-estimates the ab-
sorption signal at & 70 MHz. At the same time,
the influence of non-linear structure formation be-
comes more significant, and the IGM density fluc-
tuations become more non-linear as the redshift
decreases. An insu�cient resolution would also
under-estimate the e↵ect of non-linear structure
formation by losing small structures, and this is
shown by the blue dot-dashed line in the figure
from a simulation with a box size of 8 Mpc/h and
a particle number of 2 ⇥ 4003. By computing the
jackknife errors on the 21 cm spectrum, we find
that the convergency can be achieved with a sim-
ulation with a box size larger than 4 Mpc/h and
a particle number larger than 2 ⇥ 8003. The sys-
tematic error is within 1%.

In the following analysis, we will take the sim-
ulation with 4 Mpc/h size and 2 ⇥ 8003 particles
as the fiducial simulation. From the fiducial sim-
ulation, at z = 17, where the EDGES absorp-

tion trough locates, the 21 cm absorption signal
is �190 mK. The absorption amplitude is reduced
by 15% w.r.t. the homogeneous IGM case at this
redshift, when the non-linear structure formation
is taken into account. The e↵ects are more signif-
icant as the IGM becomes more non-linear.

2.3. Under-resolved signal

In order to survey a large parameter space and
investigate the various e↵ects on the global 21
cm spectrum, a set of semi-numerical simulations
are usually used to compute the signal (e.g. Co-
hen et al. 2017). This kind of simulations usually
cover a su�ciently large volume while not having a
high enough resolution to resolve non-linear struc-
tures, such as halos and their ambient gas, though
the shock heating e↵ects could be implemented
with a sub-grid algorithm. Therefore, it is nec-
essary to see the e↵ect of losing small-scale struc-
tures while keeping large-scale fluctuations just as
a semi-numerical simulation does.

50 55 60 65 70 75 80 85 90

� [MHz]

�300

�250

�200

�150

�100

�50

0

�T
21

[m
K

]

4 Mpc/h, 2 ⇥ 8003 particles
600 Mpc/h, 2 ⇥ 6003 particles
homogeneous IGM

152025
z

Fig. 4.— The maximum absorption signal of the
21 cm global spectrum from cosmic dawn. The
thick solid line shows the spectrum from our fidu-
cial simulation, the thick dashed line shows the re-
sults from a low-resolution simulation, which has
a box size of 600 Mpc/h and 2⇥6003 particles, and
the thin solid line is the maximum expectation for
the homogeneous IGM.

In Fig. 4 we compare our high resolution hydro-
dynamic simulation with the low resolution ones
typically used for semi-numerical simulation. The
thick dashed line shows the expected signal from
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Bubble model vs. Island model

Before percolation After percolation
u Early EoR

u Growing ionized bubbles

u No UVB in model

u First-up-crossing distribution

u Linear-fitted barrier with 
analytical solution

u Late EoR

u Shrinking neutral islands

u With UVB

u First-down-crossing 
distribution

u Arbitrary shaped barriers with 
numerical solution

u Bubbles-in-island effect

and nrec the typical number of times a hydrogen atom has
recombined. These parameters all depend on the uncertain
source properties and can be functions of time; we will con-
sider several possible values for ! below.

Because the mass function is steep at high redshifts, the re-
sulting H ii regions are quite small (see the discussion of Fig. 4
below). This conflicts with even the most basic pictures from
simulations (Sokasian et al. 2003a; Ciardi et al. 2003). ‘‘Typi-
cal’’ ionized regions in simulations extend to several comoving
megaparsecs in radius even early in overlap, many times larger
than Strömgren spheres around individual galaxies. The reason
is simply that the Strömgren spheres of nearby protogalaxies
add, so that biased regions tend to host surprisingly large ion-
ized regions (Barkana & Loeb 2004). For example, Figure 6 of
Sokasian et al. (2003a) shows that H ii regions tend to grow
around the largest clusters of sources, in this case primarily
along filaments. In fact, the radius of the H ii regions quickly
exceeds the correlation length of galaxies, so it is difficult to see
how to construct a model for the bubbles based on ‘‘local’’
galaxy properties.

Therefore, in order to describe the neutral fraction field, xH,
we need to take into account large-scale fluctuations in the
density field. Here we describe a simple way to do so. We again
begin with the Ansatz of equation (1) and ask whether an iso-
lated region of mass m is fully ionized or not. Because it is
isolated, the region must contain enough mass in luminous
sources to ionize all of its hydrogen atoms; thus we can impose
a condition on the collapse fraction:

fcoll ! fx " !#1: ð2Þ

In the extended Press-Schechter model (Bond et al. 1991;
Lacey & Cole 1993), the collapse fraction is a deterministic
function of the mean linear overdensity "m of our region:

fcoll ¼ erfc
"c(z)# "mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2½#2
min # #2(m)(

p
" #

; ð3Þ

where #2(m) is the variance of density fluctuations on the scale
m, #2

min ¼ #2(mmin), "c(z) is the critical density for collapse,
and mmin is the minimum mass of an ionizing source.7 Unless
otherwise specified, we will take mmin to be the mass corre-
sponding to a virial temperature of 104 K, at which atomic
hydrogen line cooling becomes efficient. Note that this ex-
pression assumes that the mass fluctuations are Gaussian on the
scale m; the formula thus begins to break down when we
consider mass scales close to the typical size of collapsed
objects. Armed with this result, we can rewrite condition (2) as
a constraint on the density:

"m ! "x(m; z) " "c(z)#
ffiffiffi
2

p
K(!)½#2

min # #2(m)(1=2; ð4Þ

where K(!) ¼ erf #1(1# !#1). We see that regions with suffi-
ciently large overdensities will be able to ‘‘self-ionize.’’

In order to compute the size distribution of ionized regions
wemust overcome two additional, but related, difficulties. First,
we apparently must settle on an appropriate smoothing scale m.
Second, we must take into account ionizing photons from

galaxies outside of the region under consideration. In other
words, an underdense voidm1 may be ionized by a neighboring
cluster of sources in an overdense region m2 provided that the
cluster has enough ‘‘extra’’ ionizing photons. But notice that
we can solve the latter problem by changing our smoothing
scale to m1 þ m2: then the net collapse fraction in this region
would be large enough to ‘‘self-ionize.’’

This suggests that we wish to assign a point in space to an
ionized region of mass m if and only if the scale m is the
largest scale for which condition (4) is fulfilled. If this pro-
cedure can be done self-consistently, we will not need to ar-
bitrarily choose a smoothing scale. Our problem is analogous
to constructing the halo mass function through the excursion
set formalism (Bond et al. 1991): starting at m ¼ 1, we move
to smaller scales surrounding the point of interest and compute
the smoothed density field as we go along. Once "m ¼ "x(m; z),
we have identified a region with enough sources to ionize
itself, and we assign these points to objects of the appropri-
ate mass. To obtain the mass function, we need to find the
distribution of first up-crossings above the curve described
by "x. (We are concerned only with the first-crossing distri-
bution because those trajectories that later wander below the
barrier correspond to regions ionized by sources in neighboring
volumes.) Again, we need not choose a smoothing scale; each
point is assigned to an object of mass m based on its own
behavior.

The solid lines in Figure 1 show the barrier "x(m; z) for
several redshifts as a function of #2(m). In each case the curves
end at #2(!mmin); this is the minimum size of an H ii region in
our formalism. The figure shows an important difference be-
tween our problem and the excursion set formalism applied to
the halo mass function. In the latter case, the barrier "c(z) is
independent of mass. Clearly this would not be a good approx-
imation in our case. Unfortunately, there is no general method
for constructing the first-crossing distribution above a barrier
of arbitrary shape (but see Sheth & Tormen [2002] for an

7 Note that in eq. (3) the growth of structure is encoded in the time evo-
lution of "c(z), with #2(m) constant in time. We adopt this convention in the
rest of the paper.

Fig. 1.—Density threshold "x(#2; z) at several different redshifts, assuming
! ¼ 40. The curves are for z ¼ 20, 16, and 12, from top to bottom. Within
each set, the solid curve is the true "x(m; z) and the dashed line is the fit
B(m; z).

GROWTH OF H ii REGIONS DURING REIONIZATION 3No. 1, 2004

– 26 –

Fig. 10.— The basic island barriers (green curves), the percolation threshold induced barriers (red

curves), and the e�ective island barriers (black curves) for our fiducial model. The solid, dashed

and dot-dashed curves are for redshifts 6.9, 6.7 and 6.5 from top to bottom respectively.

from cosmological simulations. However, the spatial distribution of ionized bubbles and neutral

islands are much less filamentary than the gravitationally clustered dark matter or galaxies. As

the ionization field follows the density field (Battaglia et al. 2012a), which is almost Gaussian

on large scales (Planck Collaboration et al. 2013b), here we use the percolation threshold for a

gaussian random field of pc = 0.16 (Klypin & Shandarin 1993), below which we may assume that

the bubbles-in-island does not percolate through the whole island.

The problem of percolation appears in several stages of reionization. At the early stage of

reionization, the filling factor of ionized bubbles increases as the bubble model predicted. Once

the bubble filling factor becomes larger than the percolation threshold pc, the ionized bubbles are

no longer isolated, and the predictions made from the bubble model are not accurate anymore.

Therefore, the threshold pc sets a critical redshift zBp, below which the bubble model may not be

reliable. Similarly, the model of neutral islands can make accurate predictions only below a certain

redshift zIp, when the island filling factor is below pc. The ionizing background was set up after the

ionized bubbles percolated but before the islands were all isolated, so zBp > zback > zIp. Finally,

the percolation threshold may also be applied to the bubbles-in-island fraction. An island with a

high value of qB may not qualify as a whole neutral island, and the bubbles inside it are probably

not isolated regions.

It may be desirable to consider also the distribution of those bona fide neutral islands, for

which the bubble fraction is below the percolation threshold, i.e. after excluding those islands

Island 
barrier

Percolation 
barrier

Combined 
barrier

Bubble 
barrier



Semi-numerical simulation – islandFAST
(Xu et al. 2017)

Credit: Xu et al. (NAOC) 
& Yang Gao (CNIC)

6 R. Zhu et al.
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Fig. 1: The flow diagram of islandFAST for each redshift. The left panel lists the initial fields inherited
from the previous redshift zi, the middle panel illustrates the procedure to find the host islands, and
the right panel is the procedure of finding ionized bubbles inside host islands. When finding the host
islands, we need to consider the inhomogeneous ionizing background, so the island barrier is applied.
When identifying the bubbles in islands, no background ionizing photons would be present inside host
islands, so the bubble barrier is used.

cross-section is �(v) = �0(⌫/⌫0)�↵, in which �0 = 6.3 ⇥ 10�18 cm2 and ⌫0 is the frequency of
hydrogen ionization threshold, the photoionization rate can be written as

�HII(x, z) =
⌘ �0

⌘ + ↵
n̄H⇣

����
df�

coll(x, z)

dt

�����mfp(x, z)(1 + z)3. (13)

We use ⌘ = 5, and ↵ = 3 in this paper.
The inhomogeneous recombinations and anisotropic ionizing background lead to inhomogeneous

shrinking of islands. The change of the island scale �RI(x, z) is therefore also direction-dependent.
Combining Eqs. (4), (12) and (13), the scale change can be written as:

�RI(x, z) =
⌘ + ↵

4 ⌘ n̄H �0

Z zback

z

�HII(x, z)

1 + n̄rec(x, z)

dz

H(z)(1 + z)3
. (14)

Following Wu et al. (2022), we assume that an ionizing background has been set up when the reion-
ization process enters the neutral fiber stage when the mean neutral fraction is x̄HI ⇠ 0.3 (Chen et al.
2019), and set zback correspondingly. The simulation switches to the two-step filtering algorithm with
the island barrier when the reionization approaches the island stage at x̄HI < 0.2.

2.3 Implementation of the new islandFAST

The basic framework of the new islandFAST is similar to the original version, and the main steps for
the island stage are illustrated in Figure 1. The variables appearing in this flow diagram are summarized
in Table 1.

The main improvements of this work are the following:

1. The MHR00 distribution is adopted for the gas density distribution of small-scale absorbers.
Based on this model, inhomogeneous recombinations and the position-dependent MFP are self-
consistently calculated along with the inhomogeneous ionizing background.
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第 2章 再电离物理模型及其改进

图 2-2 随机轨迹与电离、中性区域的判定示意图：左侧图 (a)表示电离区的寻找过程，对
应为随机轨迹由下至上第一次跨越 bubble barrier；而图 (b)表示中性区及其内部小电
离区的寻找过程，分别对应为随机轨迹第一次自上而下穿越 island barrier 以及穿越
island barrier之后第一次由下至上穿越 bubble barrier的过程。

Figure 2-2 The Random Trajectory for Determining of the Ionization or Neutral Regions:
the sub-figure (a) shows the process of finding ionized regions, which correspond to the
first up-crossing of the bubble barrier; the sub-figure (b) shows the process of finding
neutral regions and small ionized regions inside them, which corresponding to the first
down-crossing of the island barrier and then first up-crossing of the bubble barrier.

移下的平均坍缩率 |d𝑓 ∞coll(𝑧′)d(𝑧′) |来简化背景电离光子的产生，此外还需考虑一定的
电离效率 ζ，以及经过一定距离的衰减因素，故而背景电离光子的数密度可以表
示为：

𝑛𝛾(𝑧) = ∫𝑧 ̄𝑛H |d𝑓 ∞coll (𝑧′)d𝑧′ | 𝜁 exp [−𝑙 (𝑧, 𝑧′)𝜆mfp(𝑧) ] (1 − 𝑓 hostHI )d𝑧′ (2-5)

其中 𝑙 (𝑧, 𝑧′) 表示位于红移 𝑧′ 处的源与当前考虑的红移值 z 的物理距离大小；
而 𝜆mfp 表示电离光子的平均自由程，其值由大尺度中性岛所导致的平均自由
程 𝜆HI 和小尺度吸收体所导致的平均自由程 𝜆abs 两部分所贡献，也即有 𝜆−1mfp =𝜆−1HI + 𝜆−1abs。对于 𝜆HI 的部分，是由大尺度中性岛的平均距离 (Xu等, 2017)所决
定的。而对于 𝜆abs的计算，这里需要声明的是，旧版模型中采用的复合数为一常
量，并不随空间位置和红移变化，因此在复合的层面是没有考虑小尺度吸收体的
复合贡献。对于这里小尺度吸收体所贡献的平均自由程 𝜆abs 的处理，直接采用
Songalia和 Cowie等人提出的经验公式 (Songaila等, 2010)进行直接计算。考虑
到只有电离的区域存在背景光子，而中性区包括中性岛内部都没有背景光子的
存在，引入因子 𝑓 hostHI 表示中性岛所占据的体积分数。进而可以通过背景光通量
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